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ABSTRACT Long noncoding RNAs (lncRNAs) perform several important functions in cells including cis-regulation of transcrip-
tion. Barring a few specific cases, the mechanisms underlying transcriptional regulation by lncRNAs remain poorly understood.
Transcriptional proteins can form condensates via phase separation at protein-binding loci (BL) on the genome (e.g., enhancers
and promoters). lncRNA-coding genes are present at loci in close genomic proximity of these BL and these RNAs can interact
with transcriptional proteins via attractive heterotypic interactions mediated by their net charge. Motivated by these observations,
we propose that lncRNAs can dynamically regulate transcription in cis via charge-based heterotypic interactions with transcrip-
tional proteins in condensates. To study the consequences of this mechanism, we developed and studied a dynamical phase-
field model. We find that proximal lncRNAs can promote condensate formation at the BL. Vicinally localized lncRNA can migrate
to the BL to attract more protein because of favorable interaction free energies. However, increasing the distance beyond a
threshold leads to a sharp decrease in protein recruitment to the BL. This finding could potentially explain why genomic distances
between lncRNA-coding genes and protein-coding genes are conserved across metazoans. Finally, our model predicts that
lncRNA transcription can fine-tune transcription from neighboring condensate-controlled genes, repressing transcription from
highly expressed genes and enhancing transcription of genes expressed at a low level. This nonequilibrium effect can reconcile
conflicting reports that lncRNAs can enhance or repress transcription from proximal genes.
SIGNIFICANCE Long noncoding RNAs (lncRNAs) form a significant part of the human genome but do not code for any
proteins. They have many hypothesized functions in the cell, including the regulation of transcription. Transcriptional
condensates are assemblies of transcriptional proteins that concentrate at specific genomic sites through phase
separation and can regulate transcription. In this study, we propose that lncRNAs can regulate transcription by interacting
with proteins in transcriptional condensates to modulate condensate formation. We find that this model can explain some
puzzling observations such as conflicting reports of gene activation and repression by lncRNAs, and conservation of
genomic distances between lncRNA-coding genes relative to protein-coding genes in metazoans. Experimentally testable
predictions that can further explore our model are discussed.
INTRODUCTION

Genes that encode long noncoding RNAs (lncRNAs)
outnumber protein-coding genes (PCGs) in the mammalian
genome (1,2). lncRNAs are RNAs that have a length of
>200 nucleotides and are not translated into any proteins
unlike the messenger RNAs (mRNAs). Some well-studied
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lncRNAs include: NEAT1, which acts as a scaffold in para-
speckles; MALAT1, which regulates the phosphorylation of
SR proteins in nuclear speckles; XIST, which is involved in
the silencing of the X chromosome; and NORAD, which,
promotes genomic stability (3). Except for these and a small
number of others, the biological function of the vast major-
ity of lncRNAs is poorly understood.

There is an emerging body of literature that suggests that
lncRNAs can regulate transcription in cis (4�9). lncRNAs
involved in cis-regulation usually affect transcription in a
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manner that depends on their genomic locus. Transcription
of these lncRNAs has a local effect and directly correlates
with the transcription of PCGs in genomic and spatial prox-
imity in most cases (10�12). However, recent experiments
that perturb lncRNA transcription report conflicting obser-
vations on its impact on transcription from neighboring
genes. Luo et al. knocked down several divergent lncRNAs
in mouse embryonic stem cells using RNAi and observed
that gene expression from neighboring PCGs went up in
some cases while it went down in others (4). Engreitz
et al. suppressed lncRNA transcription in mouse cell lines
by knocking out their promoters and reported a similar
observation (5). The promoter knockout in some rare cases
dramatically decreased gene expression from the neigh-
boring PCG. We do not have a unifying framework to
explain these seemingly conflicting observations.

Several experimental studies offer a glimpse into the
mechanisms by which lncRNAs regulate transcription in
cis. lncRNAs can activate gene expression by recruiting the
transcriptional coactivator Mediator to neighbor genes
(4,9), promote looping between enhancers and promoters
(4,8), and recruit histone modifiers to promoter regions of
neighboring genes (7). The process of lncRNA transcription
has also been hypothesized to activate the transcription of
target genes by maintaining enhancers in an active state
(13) and by increasing the local concentration of transcrip-
tion-associated proteins at neighboring promoters (5). The
cis-regulatory function of lncRNAsequences does not appear
to depend strongly on their specific sequences as they are
often poorly conserved (6,14) and only weakly selected in
humans (15). However, recent evidence suggests that
lncRNAs occur at conserved genomic positions relative to or-
thologous genes (6,16,17). This kind of ‘‘positional’’ conser-
vation rather than sequence conservation motivated us to
consider a physical mechanism for cis-regulation of gene
expression that is agnostic to the specific lncRNA sequence.

Using RNA-DNA SPRITE, Quinodoz et al. demonstrated
that mature lncRNAs tend to localize in the vicinity of their
coding genomic regions and form their own compartments
(18). There is emerging evidence that transcriptional pro-
teins also form their own compartments—called transcrip-
tional condensates—at enhancers and promoters (19�23)
and control gene expression from target genes (24,25).
These condensates are comprised of biomolecules including
transcription factors (19), transcriptional coactivators
(20,23), and RNA polymerase II (22,23) that are recruited
to enhancers and promoters via a phase-separation mecha-
nism (26). Promoters of PCGs are surrounded mostly by
lncRNA-coding genes in their immediate genomic and
spatial neighborhood (4,10,11) and many enhancer loci
also code for lncRNAs (27,28). The spatial distance between
lncRNA-coding loci and promoters and enhancers is of the
same order as the size of stable transcriptional condensates
(supporting material, section 1). Given this spatial prox-
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imity, lncRNAs could interact with components of the tran-
scriptional condensate.

Motivated by these observations, we hypothesized that
lncRNAs can regulate transcription in cis by interacting
with the components of the transcriptional condensate. But
what is the nature of this interaction? Recent work suggests
that transcriptional coactivators such as Mediator subunit 1
and BRD4 have positively charged disordered domains that
can interact with the negatively charged RNA polymer (29)
via screened electrostatic interactions. This can result in the
condensation of transcriptional proteins driven by the phe-
nomenon of complex coacervation (30�32). A small concen-
tration ofRNApromotes condensation drivenby electrostatic
attraction between the differently charged polymers. Howev-
er, when the RNA concentrations exceed a value that corre-
sponds to a balance between the total positive and negative
charge in the system, this leads to condensate dissolution
driven by entropic effects of confining the polymer within
the coacervate and electrostatic repulsion between like-
charged RNAs (33,34). The nonequilibrium process of
RNA transcription can therefore feedback on itself by
initially aiding condensate formation and then dissolving it
(29). This provides a sequence-agnostic biophysical mecha-
nism that could also be employed by many lncRNAs to con-
trol transcription in cis.

In this paper, we study how lncRNAs may regulate tran-
scriptional condensates via nonequilibrium phenomena
coupled to complex coacervation. We develop a phase-field
model for transcriptional regulation by lncRNAs that incorpo-
rates known observations about lncRNAs, transcriptional con-
densates, and interactions between their components, and
numerically simulate the model equations. Using this model,
we predict that vicinally localized lncRNAs can reduce the
threshold protein concentrations required for transcriptional
condensate formation and increase protein recruitment to pro-
tein-binding loci (BL) on chromatin (e.g., enhancers and pro-
moters). This is a local effect and drops off sharply with the
distance between the lncRNA locus (RL) and the BL. Finally,
we also predict that local transcription of lncRNAs can aid the
formation of transcriptional condensates at PCGs or dissolve
it, depending on their level of expression. This in turn has a
corresponding effect on transcription from the PCGs.We pre-
dict that transcription of proximal lncRNAs enhances tran-
scription from PCGs expressed at a low level, while the
same process represses transcription from highly expressed
PCGs. Based on these results, we propose that lncRNA tran-
scription can act as a regulatory knob to fine-tune transcription
from neighboring genes. Our model provides a mechanistic
framework that reconciles conflicting observations about
cis-regulation of transcription by lncRNAs, provides a
possible explanation for how this function can impose
genomic constraints on the positions of lncRNA loci, and
makes predictions that can be experimentally tested to further
explore this mechanism.
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FIGURE 1 (A) Cartoon describing the molecular players involved in transcriptional condensate formation. (B) Transcriptional proteins attract each other

through interactions mediated by their intrinsically disordered domains. RNAs (both lncRNA and mRNA) attract transcriptional proteins through interactions

mediated by screened electrostatics or otherwise. RNAs repel each other due to electrostatic repulsion between like-charged polymers. These interactions

result in a reentrant phase separation of proteins, where the protein concentration in the protein-dense phase relative to the protein-light phase initially in-

creases and then decreases upon increasing the RNA:Protein concentration ratio. Transcriptional proteins are attracted to binding loci (BL) such as enhancers

(legend continued on next page)

Regulation of transcriptional condensates by lncRNAs
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METHODS

Model description

We adopt a continuum phase-field approach to build our model. We have

three biomolecular species in ourmodel: the lncRNA,mRNA, and transcrip-

tional proteins (Fig. 1A).We treat the latter as a quasispecies that includes all

proteins related to the transcriptional machinery such as transcriptional co-

activators and transcription factors. Each of these species is characterized

by a concentration field—4R (for lncRNA),4M (formRNA), and4P (for pro-

tein)—that depends on the spatial position. These concentration fields evolve

in time governed by partial differential equations that describe 1) the trans-

port of these species in space as a consequence of their interaction with each

other and 2) any reactions they might undergo.

To account for the interactions between lncRNA, mRNA, protein, and the

chromatin (summarized in Fig. 1 B), we write an expression for the free en-

ergy of this multicomponent system that comprises the following three

terms:

F½4P;4R;4M;~r� ¼ FFH½4P;4R;4M� þFBL½4P;~r�

þFRL½4R;~r� þ Fsurf ½4P� (1)

FFH½4P;4R;4M� is a Flory-Huggins free energy that captures the self and
cross interactions between transcriptional proteins, lncRNA, and themRNA.

Adetailed expression for this free energy is given in supportingmaterial, sec-

tion 2.1. In brief, the parameters cP, cR, and cPR in the equations of support-

ing material, section 2.1 correspond to the Flory-Huggins parameters that

capture the mean-field pairwise interactions strength between protein-pro-

tein, RNA-RNA, and protein-RNA species, respectively. This free energy

captures the following three biologically relevant interactions: 1) attractive

protein-protein interactions, 2) repulsive RNA-RNA interactions, and 3)

attractive protein-RNA interactions. We assign the protein-protein interac-

tions to be attractive (i.e., cP < 0) motivated by the observation that many

transcriptional proteins contain intrinsically disordered regions (IDRs) that

promote the formation of transcriptional condensates (19,21). The attractive

interactions between IDRs arise from various interactions at the amino acid

level such as electrostatic (35,36), pi-pi (37), cation-pi (38), and hydrophobic

(35) interactions. Interactions between all the RNA species in our model are

chosen to be repulsive (i.e., cR > 0) motivated by the fact that lncRNA and

mRNA species are both negatively charged polymers that can interact via

screened electrostatic repulsion. Finally, the protein-mRNA and protein-

lncRNA interactions are attractive (i.e., cPR < 0) in our model, motivated

by the observation that many transcriptional coactivators contain positively

charged IDRs (29) and transcription factors contain positively chargedRNA-

binding regions (39) that can bind to negatively charged RNA.

The term FBL½4P;~r� captures the interaction free energy of transcriptional
proteins with regions of attractive chromatin that promote condensate for-

mation (21). We call these regions of attractive chromatin such as specific

enhancers, superenhancers, or promoters the binding locus, or BL. We can

write the free energy between transcriptional protein concentration field

4Pð~rÞ at position~r and its BL located at position~rBL using a Gaussian func-
tion that has a spatial extent of sBL and a net strength of attraction cP as

shown in Eq. 2.

FBL½4P;~r� ¼ � cPe
� j~r�~rBLj2

s2
BL

4P

(2)
and promoters. lncRNAs can localize near their genomic loci, which we call the

eters investigated in this study along with the biological process that they regul

tration 4
avg
R ) and the distance (LP) between the RL and the BL can affect condens

rate constant (kM) at the BL and the lncRNA transcription rate (kL) at the lncRN

transcription from the BL.
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If the BL is compact in space, sBL is small, and if the BL is more spread

out in space, then sBL is large. cP is a coarse-grained parameter that captures

the free energy of binding per protein molecule. Given the spatial extent of

the BL, a larger number of protein-binding sites within the BL or stronger

protein binding to each protein binding site would result in a higher cP.
While beyond the scope of this work, given a polymer model of the BL

at the appropriate scale, it should be possible to derive the specific depen-

dence of the coarse-grained parameters sBL and cP on the length of the BL,

the density of binding sites, and the binding strength of individual proteins

to binding sites on the BL. If we have additional nonspecific DNA elements

in the vicinity of the BL, they can compete with the BL to recruit protein.

However, we have not considered this effect in our model.

Finally, there is also emerging evidence that many lncRNAs localize in

close proximity to their genomic loci (18). We refer to the genomic loci

that code for lncRNAs as the lncRNA locus, or RL, for the rest of this paper.

There are many mechanisms that could facilitate attractive interactions be-

tween lncRNAs and their RL—these include tethering by transcription fac-

tors such as YY1 (40,41) or by RNA polymerase (42). Irrespective of the

mechanism, we can write a free energy between the lncRNA concentration

field 4Rð~rÞ at position~r and its RL located at position~rRL using a Gaussian
function that has a range sRL and strength of attraction cR:

FRL½4R;~r� ¼ � cRe
� j~r�~rRL j2

s2
RL

4R

(3)

The term Fsurf ½4P� ¼ k
2
j4Pj2 is a surface tension term that penalizes

sharp gradients in protein concentration, with k being the strength of this

energy penalty. This term is not particularly important for our results but

ensures that any phase separation is accompanied by smooth boundaries be-

tween phases.

The rationale behind the choices of parameters associated with the

different free energy terms of Eq. 1 are described in detail in supporting ma-

terial, sections 2.1.1, 2.1.2, and 2.1.3, and are summarized in Table S1. The

purpose of the model is to qualitatively understand the emergent conse-

quences of the interplay between phase separation of proteins caused by

protein-protein and protein-BL interactions, the reentrant phase diagram

that arises due to protein-protein and protein-RNA interactions, and the

localization of lncRNA species. The model parameters have not been cho-

sen to make quantitative predictions about any particular system, but have

been chosen to respect the constraints imposed by previous biophysical

measurements. These chosen parameters qualitatively match experimen-

tally measured phase diagrams of transcriptional proteins with DNA that

form the BL (21) as shown in Fig. S2 and with RNA species (29) as shown

in Fig. S5.

Using this model, we hope to answer the following two questions: 1)

How does a lncRNA localized near a BL affect the formation of transcrip-

tional condensates? 2) How does an actively transcribed lncRNA affect

mRNA transcription from a nearby BL? Specifically, we look at how the

amount of lncRNA (4
avg
R ¼ R

4Rð~rÞdVÞ, the distance between the BL

and the RL (LP ¼ ��~rBL � ~rRL
��), and the rate of lncRNA transcription at

the RL (kR) relative to the mRNA (kM) affect the above processes (Fig. 1 C).
Dynamics of condensate formation

In this section, we develop a model to answer the first question: How

does a lncRNA localized near a BL affect the formation of transcriptional
lncRNA locus (RL). (C) Cartoon describing the different regulatory param-

ate. The amount of lncRNA (as measured by the average lncRNA concen-

ate formation at the BL. The relative magnitudes of the mRNA transcription

A locus affect the dynamics of the protein condensate and therefore mRNA
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condensates? To do this, we consider a situation where there is a uniform

concentration of transcriptional proteins everywhere in space at time t ¼
0. The lncRNA is spatially localized at the RL according to the concentra-

tion profile 4eq
R ð~rÞ described in supporting material, section 2.1.3. There is

no active transcription of mRNA happening at the BL and the free energy,

in this case, does not depend on 4M , i.e., F½4P;4R;~r� ¼
F½4P;4R;4M ¼ 0;~r�. As time progress, the protein starts to accumulate

at the BL driven by the attractive protein-protein and protein-BL interac-

tions. We define a condensate as a region in space where the protein concen-

tration is above a threshold value, which is set by the free energy parameters

(refer to Table S1 for details on this threshold value). The lncRNA localized

at the RL can perturb the dynamics of condensate formation at the BL de-

pending on its amount (4
avg
R ) and how far away it is (LP).

Condensate formation happens over the timescale of a few minutes

(24), which is much shorter compared with the half-lives of most

lncRNAs (43) and proteins (44), which can span hours. Therefore, we as-

sume that the protein and lncRNA are stable over our simulation of

condensate formation. For conserved species, the spatiotemporal dy-

namics of concentrations are such that the molecules move down gradi-

ents in chemical potential. The coupled dynamics of the concentrations

4Pð~rÞ and 4Rð~rÞ can be captured using the following model B equations

(45), with DP and DR representing the protein and lncRNA diffusivities,

respectively:

v4Pð~rÞ
vt

¼ ~V:ðDP4Pð~VmPÞÞ (4)

v4Rð~rÞ ¼ ~V:ðD 4 ð~Vm ÞÞ (5)

vt R R R

where the chemical potentials for the protein and the RNA species are given

by m ¼ d
R

F½4P ;4R ;~r�dV
and m ¼ d

R
F½4P ;4R ;~r�dV

, respectively.
P d4P
R d4R
Dynamics of transcription

In this section, we develop a model to answer the second question: How

does an actively transcribed lncRNA affect mRNA transcription from a

nearby BL? BLs with active mRNA transcription are often not isolated

but located in neighborhoods that contain other actively transcribing

RNAs including lncRNAs. Transcription of neighboring lncRNAs can

potentially couple to the dynamics of mRNA transcription specifically by

modulating protein recruitment to the BL and transcriptional condensate

formation, thereby regulating gene expression.

Active transcription and depletion of RNAs that consume ATP can alter

the local RNA concentrations and push the system far out of equilibrium.

The rate of mRNA transcription must depend on both the local concentra-

tion of transcriptional proteins and the coding DNA. We take into account

the local coding-DNA concentration through an effective rate constant

(kMð~rÞ in Eq. 7) that is a Gaussian function in space centered at the BL,

reflecting the concentration of these genes at the BL. In addition to the

spatially varying rate constant, the mRNA transcription rate has a simple

first-order dependence on 4P (Eq. 7), reflecting the activating effect of

transcriptional proteins. To be general, we assume that lncRNA transcrip-

tion is not controlled by the same transcriptional proteins and its rate is

independent of 4P (Eq. 8). The lncRNA transcription rate (kRð~rÞ in Eq.

8) is also modeled as a Gaussian function in space centered at the RL

to reflect its transcription from its coding DNA, which is localized at

RL. Using this function for both the coding-DNA concentrations is a sim-

ple approximation if we assume the genomic region to be a Gaussian poly-

mer. The values sR and sM reflect the spatial extents of the DNA that code

for the lncRNA and the mRNA respectively. In addition to the spatially

varying production rates of the species, we also have a simple first-order

decay of the mRNA and lncRNA species throughout space with rate con-

stants of kdM (Eq. 7) and kdR (Eq. 8), respectively. Using these arguments,

we construct the following model where the reaction-diffusion dynamics
of the lncRNA affects mRNA transcription by perturbing the dynamics

of the protein field 4Pð~r; tÞ:
v4Pð~r;tÞ

vt
¼ ~V:ðDP4Pð~VmPÞÞ (6)

� j~r�~rBL j2

v4Mð~r;tÞ

vt
¼ DMV

24M þ kMe
s2
BL kMð~rÞ|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

4P � kdM4M (7)

� j~r�~rRL j2

v4Rð~r;tÞ

vt
¼ DRV

24R þ kRe
s2
RL kRð~rÞ|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

� kdR4R (8)

For this study, we vary the magnitudes of the lncRNA production rate

(kR) and mRNA transcription rate constant (kM), and investigate how

that affects condensate dynamics and mRNA expression. Table S2

summarizes the diffusivities and rate constants used in simulations

and supporting material, section 2.2.3 rationalizes the choice of these

parameters.

A difference between the model described by Eqs. 4, 5, 6, 7, and 8 is the

mechanism of lncRNA localization. In this model, the lncRNA production

rate is peaked at the RL. Therefore, the lncRNA concentration is highest at

the RL and decreases with distance due to diffusion and degradation.

Another important difference is that Eqs. 6–8 define processes far out of

equilibrium, and not dynamics down a free energy gradient.
Numerical simulation of model equations

The above partial differential equations were numerically solved using a

custom Python code, available here. The Zenodo-generated DOI for the

same is https://doi.org/10.5281/zenodo.8032346. This code uses the finite

volume solver Fipy developed by the National Institute of Standards and

Technology (46). All simulations in this paper were done in a 2D circular

domain of radius 15 units, with a circular discrete mesh. The spatially dis-

cretized partial differential equations were solved for each incremental

time step with adaptive time stepping to pick smaller or larger time steps

depending on how quickly or slowly the concentration fields change. A

grid size of Dr ¼ 0:1 and a typical time step size on the scale of

Dt ¼ 0:2 worked well for the simulations. Simulations were run for a

duration of 2000 time steps, which was sufficient for the system to reach

a steady state.

For the dynamics of condensate formation with localized lncRNA,

the equilibrium concentration profile of lncRNA was obtained as

described in supporting material, section 2.1.3, which was then used

as the initial condition for simulating the dynamics. For all simulations,

a uniform protein concentration profile was used as the initial condition,

with a value of 4
avg
P ¼ 0:04 unless stated otherwise. This corresponds

to a regime where the protein does not form a condensate by itself

and requires lncRNA for condensate formation and this value was cho-

sen to illustrate the effects of lncRNAs more sharply. The initial con-

centration of mRNA everywhere was set to 4M ¼ 0. The no-flux

Neumann boundary condition was applied to all species at the domain

boundaries.
Analyses

Numerical simulations yield the full concentration profiles of the protein

4Pð~r; tÞ, lncRNA 4Rð~r; tÞ, and mRNA 4Mð~r; tÞ at all times t. Once we

have these data, we can calculate quantities such as the concentration of

a species at the BL, the partition ratio of species at the BL, the average con-

centration of the species in the system, and the chemical potential of the

species. The precise formula for each of these quantities is described in sup-

porting material, section 2.3.
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RESULTS

Proximal lncRNAs can enhance recruitment of
transcriptional proteins to superenhancers and
promoters

Condensate formation by transcriptional proteins at BL is
driven cooperatively by protein-chromatin binding interac-
tions and attractive protein-protein interactions mediated
by their disordered domains (21). When the concentration
of transcriptional proteins crosses a threshold, there is a
sharp increase in protein concentration at the BL due to
phase separation and condensate formation driven by these
two interactions.

As the first step, we wanted to understand how lncRNAs
localized near a BL can affect condensate formation. The
amount of lncRNA(4

avg
R ) is an important regulatoryparameter

that controls the magnitude of this effect. We started with
4
avg
R ¼ 0 (no lncRNA) and progressively increased the

amount of lncRNA in the system. We numerically simulated
the model described by Eqs. 4 and 5 by varying the protein
concentration in the system (4

avg
P ) and quantified the protein

partitioning to the BL at steady state (Fig. 2 A). We find that
vicinally localized lncRNAs consistently enhance protein par-
titioning to the BL compared with the base casewhere there is
no lncRNA (Fig. 2 B). Protein partitioning to the BL increases
sharply upon increasing the protein concentration before
reaching a plateau. This sharp increase is due to the phase sep-
aration of the proteins, and we can define a threshold value of
protein concentration for which a condensate, i.e., a dense
phase of protein (with concentrationR4

light
P ), starts to appear

at the BL. We find that lncRNAs localized near the BL can
reduce the transcriptional protein concentration thresholds
that are required for phase separation and condensate forma-
tion (Fig. 2B). Thus, attractive interactions between transcrip-
tional proteins and lncRNAs localized in the vicinitymediated
by screened electrostatic interactions or otherwise can add an
additional layer of cooperativity alongwith protein-chromatin
and protein-protein interactions to aid condensate formation.

There exists a regime of protein concentrations for which
lncRNA is necessary for condensate formation (Fig. 2 B)
and a condensate does not form in the absence of lncRNAs
(Fig. 2C). In this regime, the additional layer of cooperativity
added by the lncRNA-protein attractive interactions is neces-
sary for condensate formation. This observation can explain
why knocking down lncRNAs can sometimes have a dra-
matic effect on mRNA transcription from neighboring genes
(5). A transcriptional condensate simply does not form to
initiate transcription. At large protein concentrations where
condensate formation happens even in the absence of
lncRNAs, the presence of lncRNAs in the vicinity can still
enhance protein recruitment to the BL (Fig. 2 B). In all cases,
protein partitioning to the BL directly correlates with the
lncRNA concentration at the BL (Fig. 2 D).

The dynamics of protein recruitment to the BL dictates
the speed of cellular response to an external stimulus by
2762 Biophysical Journal 122, 2757–2772, July 11, 2023
activating gene expression. Therefore, we wanted to under-
stand how different amounts of proximally localized
lncRNA (4

avg
R ) affect the dynamics of protein recruitment

to the BL. We graphed the evolution of protein concentra-
tion at the BL with time (Fig. 2 E) and find that increasing
the amount of lncRNA has two distinct effects, which point
to two distinct regulatory roles: 1) higher amounts of
lncRNA can increase the initial rate of protein recruitment
to the BL (Fig. 2 F), speeding up the response time between
the cells receiving a stimulus and forming transcriptional
condensates; and 2) higher amounts of lncRNA can increase
the protein concentration at the BL at steady state (Fig. 2 E),
increasing the strength of response to the stimulus. In this
way, a cell can regulate the speed and magnitude of protein
recruitment to the BL by using the amounts of proximally
localized lncRNAs as a tunable knob.

To shed light on the mechanistic basis of these effects, we
graphed the chemical potential profiles of the protein at initial
times (Fig. 2G). The chemical potential at initial times has a
shape of a Gaussian well, which is what we would expect
based on the attractive protein-chromatin interactions at the
BL described by Eq. 2. Increasing the amount of lncRNA
(4

avg
R ) in the vicinity of the BL has two effects: it makes the

well deeper and broader. The presence of lncRNAs near the
BL and their attractive interactions with the protein provides
a free energy benefit in addition to the protein-chromatin in-
teractions, which translates to a deeper chemical potential
well. A deeper well means that the chemical potential gradi-
ents are steeper, resulting in higher fluxes of the protein and a
faster speed of protein recruitment to the BL. Spatial overlap
between theBL and the localized lncRNA results in a broader
effective region in space that attracts the protein. A broader
well leads to increased overall protein recruitment to the
BL, because a broader well can hold more overall amount
of protein.

In summary, the two ingredients—1) localization of
lncRNA near BL and 2) attractive interactions between
lncRNAs and proteins, possibly due to complementary
charges and the resultant screened electrostatic interaction—
can enhance the magnitude and dynamics of protein recruit-
ment to the BL.
Proximal lncRNAs migrate to the BL to help
recruit transcriptional proteins while distal
lncRNAs compete with the BL for these proteins

Since lncRNAs localize at the RL, their concentration profile
is peaked at the center of the RL and decays over a length
scale of sRL ¼ s (Fig. S3 B). The distance (LP) between
the BL and the RL is an important regulatory parameter
that can affect local lncRNA concentration at the BL and
therefore affect protein recruitment (Fig. 3 A). Therefore,
we looked at how the distance (LP) affects the dynamics of
protein recruitment to the BL and condensate formation. It
is also important to note that the lncRNA concentration
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FIGURE 2 (A) In this figure, results are shown for what happens when we increase the lncRNA concentration (4
avg
R ) starting from a case without lncRNA

(4
avg
R ¼ 0). We quantify protein recruitment to the BL using the following two metrics: the protein concentration (4BL

P ) in the BL and the protein partitioning

to the BL (4BL
P =4out

P ). The distance between the loci was set to LP ¼ 0:8s. (B) Change in protein partitioning to the BL upon increasing the amount of protein

in the nucleus. A protein condensate is formed when there is a sharp increase in protein partitioning to the BL. The gray curve corresponds to the case without

lncRNA and the black curve corresponds to a case with a lncRNA amount of 4
avg
R ¼ 0:01. The concentration profiles of protein and lncRNA in space are

depicted for the circled data points in (C). (C) The protein and lncRNA concentration profiles are illustrated for the case with and without lncRNA. The

average protein concentration in the nucleus for both cases is 4
avg
P ¼ 0:04. (D) The relationship between protein partitioning to the BL and the average

lncRNA concentration in the BL for different amounts of protein in the nucleus. (E) Dynamics of protein recruitment: protein concentration in the BL versus

time for different amounts of lncRNA. The time (t) is reported in dimensionless units as tDP=R
2. DP is the diffusion coefficient of the protein and R is the

radius of the nucleus. (F) The initial rate of protein recruitment to the BL for different amounts of lncRNA. The initial rate of protein recruitment is the slope

of the graphs in (E) at t ¼ 0. They are reported in this figure as a ratio relative to the case with no lncRNA (4
avg
R ¼ 0). (G) Chemical potential of protein

versus radial position at t ¼ 0 for different amounts of lncRNA. The radial position is measured relative to the center of the BL, with the origin being the

center.

Regulation of transcriptional condensates by lncRNAs
profile can dynamically change due to protein accumulation
at the BL, leading to interesting and nontrivial dynamics. We
numerically simulated the dynamics described by Eqs. 4 and

5 by varying the distance LP ¼ ��~rBL �~rRL
�� between the loci.
We then quantified the protein partitioning to the BL at
equilibrium.

Simulations using different values of s reveal that the
protein partitioning to the BL primarily depends upon the
Biophysical Journal 122, 2757–2772, July 11, 2023 2763
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FIGURE 3 (A) In this figure, we change the distance (LP) between BL and RL and quantify the protein partitioning to the BL (4BL
P =4out

P ). The amount of

lncRNA was set to 4
avg
R ¼ 0:001 and the average protein concentration to 4

avg
R ¼ 0:04. (B) Condensate formation: protein partitioning to the BL upon

changing the distance between BL and RL. The distance is reported as the normalized value LP=s. When LP < 2s, there is some overlap between the BL

and the RL. When LP > 2s, there is no appreciable overlap between the BL and the RL. (C) Concentration profiles of protein and lncRNA at equilibrium

for different values of the normalized distance LP=s. (D) Dynamics of protein recruitment: snapshots of protein and lncRNA concentration profiles at

different times. At t ¼ 0, the protein is present at a uniform constant concentration everywhere, while the lncRNA has a concentration profile peaked at

the center of the RL. The distance between the RL and BL is LP ¼ 1:2s, which corresponds to the case with partial overlap. (E) The chemical potential

of lncRNAversus radial position at t ¼ 0 for different amounts of lncRNA. The radial position is measured relative to the midpoint of the line connecting the

BL and RL, with the origin being the midpoint.
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normalized distance LP=s (Fig. S7). Protein partitioning to
the BL sharply decreases upon increasing the normalized
distance LP=s (Fig. 3 B). When the BL and the RL are
in close proximity (small LP=s), the protein concentrations
at the BL are large enough to form a condensate. At inter-
mediate distances (LP=s ¼ 2), which corresponds to the
BL and the RL just touching each other, the protein parti-
tioning to the BL begins to decline sharply to a lower
value. When the BL and the RL are far away (LP= s>
2), the protein partitioning to the BL does not change
much and stays at the same low value, which is not enough
to form a condensate. This sharp decline in protein parti-
tioning to the BL can be understood in the following
way: when the lncRNA localized at the RL is close to
the BL (i.e., small LP=s), it cooperatively helps recruit
more protein to the BL due to protein-lncRNA attractive
interactions and increases protein partitioning (Fig. S8).
When the RL is far away from the BL, the lncRNA local-
ized at the RL can attract protein to the RL due to attractive
protein-lncRNA interactions. In this way, the RL competes
with the BL to recruit proteins resulting in a sharp decline
in protein partitioning to the BL (Fig. S8). In summary, we
predict that lncRNAs have a local effect on protein parti-
tioning and condensate formation. The RL transitions
from cooperating with the BL to competing with the BL
to recruit proteins beyond a distance of 2s resulting in a
sharp drop in protein recruitment to the BL.

The dynamics of this process reveals something inter-
esting. Since the initial lncRNA concentration profile is
peaked at the RL and decays with distance, the distance be-
tween the BL and the RL affects the initial lncRNA concen-
tration at the BL, and therefore the dynamics of protein
recruitment to the BL. To understand this effect, we graphed
the concentration profiles of protein and lncRNA for three
different values of the scaled distance LP=s. At small dis-
tances (Fig. 3 C, left panel), the RL and the BL are close
enough that they almost overlap. The initial lncRNA con-
centrations at the BL are high because of their proximity
to the RL. This helps start a positive feedback cycle, where
high lncRNA concentrations at the BL help recruit more
protein due to attractive protein-lncRNA interactions, which
in turn recruits more lncRNA. This cycle continues until an
equilibrium is reached. When the RL and the BL are quite
far away (Fig. 3 C, right panel), the initial lncRNA concen-
tration at the BL is quite low. In this case, only a small
amount of lncRNA migrates from the RL to the BL. Since
condensates form only beyond a threshold protein concen-
tration (Fig. 2 B), the protein recruited to the BL due to
this small amount of lncRNA may not be sufficient to
help form a condensate despite the feedback cycle (Fig. 3
C). At intermediate distances (Fig. 3 C, middle panel),
something interesting happens at equilibrium: the lncRNA
concentration at the BL seems to be much higher than the
RL even though initial lncRNA concentrations at the RL
were higher. The time evolution of protein and lncRNA con-
centration profiles sheds light on this observation (Fig. 3 D).
At intermediate times, we find that the lncRNA migrates
from the RL to the BL. Once this happens, the lncRNA con-
centration at the BL increases and the positive feedback cy-
cle is initiated, resulting in more protein recruitment.

To understand themechanistic origin of lncRNAmigration,
we graphed the chemical potential profile of the lncRNA for
different distances (Fig. 3E). This profile dynamically evolves
with time. As time progress, the protein accumulates at the BL
because of the attractive well described by Eq. 2. Since pro-
teins attract lncRNAs, increasing protein concentration at
the BL makes it an attractive well for the lncRNA, which
gets deeper with time as proteins accumulate the BL. At short
distances (Fig. 3 E, left panel), the loci overlap and this well
forms essentially at the same location as the RL. Therefore,
there is an influx of lncRNA into this region that contains
both the RL and the BL. When the distance between the loci
is large (Fig. 3 E, right panel), not much protein accumulates
at the BL initially due to low local lncRNA concentrations.
This results in a shallower chemical potential well at the BL
for the lncRNA with a chemical potential barrier between
the BL and the RL at intermediate times, resulting in a lower
migration of lncRNA to the BL. At intermediate distances,
there is a partial overlap between the loci (Fig. 3 E, middle
panel) and the chemical potential for the lncRNA at the BL
starts decreasing with protein accumulation at the BL. This
leads to a flux of lncRNA away from the RL and into the
BL, which is what we see as lncRNA migration.

Given the contrasting effects of the two regulatory pa-

rameters—the amount of lncRNA (4
avg
R ) and normalized

distance between loci (LP=s)—on protein recruitment to
the BL, we wanted to understand their impact in conjunc-
tion (Fig. S6). In this figure, the contours correspond to
combinations of lncRNA amount and distance that result
in the same protein partitioning to the BL. We found that
the effect of distance and lncRNA amounts can compensate
for each other, resulting in the same value of protein parti-
tioning to the BL for different combinations of these regu-
latory parameters.
Nonequilibrium effects can lead to both
enhancement and repression of gene expression
due to transcription of proximal lncRNAs

The transcription of neighboring lncRNAs can interfere
with mRNA transcription by affecting protein concentra-
tions and condensate formation at the BL. Therefore, we
next wanted to understand how localized lncRNA transcrip-
tion from the RL affects mRNA transcription from neigh-
boring genes at the BL.

Supporting material, section 3, investigates the impact of
just mRNA transcription in shaping condensate dynamics in
the absence of lncRNA transcription (i.e., kR ¼ 0) to get
some baseline expectations. We varied the mRNA
Biophysical Journal 122, 2757–2772, July 11, 2023 2765



A

B C

D

FIGURE 4 (A) In this figure, we change the transcription rate of the lncRNA (kR) and study how that impacts condensate dynamics and mRNA transcrip-

tion for three different regimes of gene expression—(i) genes expressed at low level (kM ¼ 0:001), (ii) genes expressed at a moderate level (kM ¼ 0:01),

and (iii) highly expressed genes (kM ¼ 0:1). For each case, we quantified the fold change in mRNA transcription at steady state, condensate lifetime, and the

dynamics of protein concentration (4BL
P ) and mRNA concentration (4BL

M ) at the BL. For all simulations results in this figure, the distance between the loci was

(legend continued on next page)
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transcription rate constant kM and studied the resultant phe-
nomena. Simulations were done using low protein concen-
trations where the protein does not phase separate in the
absence of mRNA transcription. As mRNA is transcribed
at the BL, it attracts more protein to the BL, which in turn
results in more mRNA transcription since the mRNA tran-
scription rate is coupled to local protein concentration. For
a gene expressed at a low level (low kM), there is not enough
mRNA transcription for this positive feedback cycle to re-
cruit enough protein and form a condensate (Fig. S9 B
and C). For moderately expressed genes (moderate kM),
there is enough transcription of mRNA and the positive
feedback cycle results in a stable condensate at steady state
(Fig. S9 B and C) with a long lifetime (Fig. S9 D). For high-
ly expressed genes (large kM), there is enough mRNA tran-
scription to form a condensate (Fig. S9 C). But as mRNA
accumulates, the entropic penalty of confining proteins
and mRNAs into a dense phase reduces protein concentra-
tions and results in a dissolved condensate at steady state
(Fig. S9 B) with a short lifetime (Fig. S9 D). These results
recapitulate the findings of previous related work in litera-
ture (29).

To study the impact of lncRNA transcription on mRNA
transcription from the BL, we performed numerical simula-
tions of the model described by Eqs. 6, 7, and 8. The
lncRNA transcription rate kR is an important regulatory
parameter here. We increased the lncRNA transcription
rate and quantified metrics related to condensate dynamics
and gene expression for three different cases: genes ex-
pressed at low level, i.e., low kM, genes expressed at moder-
ate level, i.e., moderate kM, and highly expressed genes, i.e.,
high kM (Fig. 4 A).

For genes expressed at a low level (low kM), we predict
that active transcription of lncRNA at the RL enhances
mRNA transcription (Fig. 4 B). In this regime, increasing
the lncRNA transcription rate leads to an increase in
mRNA transcription. This enhancement is accompanied
by a corresponding sharp increase in condensate lifetime
(Fig. 4 C), suggesting that proximal lncRNA transcription
enhances protein recruitment to the BL through attractive
interactions to form a condensate. This is consistent with
the large increase in the protein concentration at the BL at
steady state (Fig. 4 D, top panel) observed upon increasing
the lncRNA transcription rate (kR) from 0.001 to 0.005.
Since the mRNA transcription rate is coupled to protein con-
LP ¼ 0:8s and the protein amount was 4
avg
P ¼ 0:04. (B) Gene expression: fold

for the three different gene expression regimes. The fold change in mRNA tran

kR)/(4
BL
M when there is no lncRNA transcription, i.e., kR ¼ 0). The dotted hor

lncRNA transcription neither enhances nor represses mRNA transcription. (C) C

scription rate for the three different regimes of gene expression. The condensate

the duration of time for which protein concentration at the BL is ‘‘appreciable.’’

the BL. Note that this specific numerical choice of the cutoff value does not chang

and gene expression: dynamics of protein and mRNA concentration at the BL. E

top panel plots track the protein concentration at the BL with time upon inc

the mRNA concentration at the BL with time. The time is reported in dimensio
centration (Eq. 7), this results in a higher rate of mRNA tran-
scription and therefore higher gene expression, as measured
by the steady-state concentration of mRNA (Fig. 4 D, bot-
tom panel). However, there are limits to this enhancement
in gene expression. Upon further increasing the lncRNA
transcription rate kR, the fold change in mRNA transcription
reaches a peak and then reduces (Fig. 4 B, kM ¼ 0:001).
This is a consequence of the reentrant effect of lncRNA con-
centration on protein condensation. The lncRNA concentra-
tion at the BL crosses over from a regime where lncRNA
enhances protein recruitment to BL via attractive protein-
RNA interactions, to a regime where the lncRNA hinders
protein recruitment to the BL due to the entropic costs of
confining the proteins and RNAs into a dense phase
(Fig. 4 B). Transcription of proximal lncRNAs also speeds
up response times for gene expression by increasing the
initial rate of mRNA transcription (Fig. 4 D, bottom panel).
The mRNA accumulates more quickly for higher values of
kR, and this is a nonequilibrium effect caused by active
lncRNA transcription.

For genes expressed at a moderate level (moderate kM),
active transcription of lncRNA at the RL only has a mild ef-
fect on mRNA transcription (Fig. 4 B). In this regime, the
condensate lifetime is predominantly determined by the dy-
namics of mRNA transcription and it does not change with
increasing kR (Fig. 4 C). The fold change in mRNA tran-
scription has a nonmonotonic trend (Fig. 4 B). The dy-
namics of protein and mRNA concentrations at the BL
sheds some light on this (Fig. 4 D, middle panel). The pro-
tein concentration at BL at steady state initially increases
and then decreases with kR. This is again a consequence
of switching over to a regime where RNA-RNA repulsion
and entropic costs of confining the RNAs and proteins
dissolve the condensate. The dynamics (Fig. 4 D, middle
panel) again reveals that transcription of proximal lncRNAs
speeds up response times for gene expression.

For highly expressed genes (moderate kM), active tran-
scription of lncRNA at the RL has a largely repressive effect
on gene expression as the fold change in mRNA transcrip-
tion monotonically decreases with kR (Fig. 4 B). In this
regime, the high kM already leads to condensate dissolution
(Fig. 4 D, right panel). lncRNA transcription at the
RL further destabilizes condensates as the condensate life-
time decreases with kR (Fig. 4 C). Since increasing kR re-
duces the protein concentration at the BL at steady state
change in mRNA transcription upon changing the lncRNA transcription rate

scription is calculated as ¼ (4BL
M when lncRNA is being transcribed at rate

izontal line corresponds to a fold change value of 1, which means that the

ondensate lifetime: the dependence of condensate lifetime on lncRNA tran-

lifetime is also reported in the dimensionless units (kdt), and is defined as

We chose a cutoff 4BL
P > 0:15 to define appreciable protein concentration at

e the qualitative nature of the trends or results. (D) Dynamics of condensate

ach vertical panel corresponds to a different regime of gene expression. The

reasing the lncRNA transcription rate (kR). The bottom panel plots track

nless units (kdt), where kd is the degradation rate of the mRNA.
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(Fig. 4 D, right panel), this results in slower rates of mRNA
transcription and therefore lower gene expression.

In summary, we find that lncRNA transcription has con-
trasting effects onmRNA transcription from genes expressed
at a low level and highly expressed genes. Transcription of
proximal lncRNAs increases transcription from the former
and represses transcription from the latter. This follows
directly from a nonequilibrium model where active lncRNA
transcription affects condensate formation at the BL.
lncRNA transcription in proximity can alter local RNA con-
centrations at theBL,which in turn has consequences for pro-
tein condensation, and therefore mRNA transcription.
DISCUSSION

In this study, we propose a simple physical mechanism by
which lncRNAs can regulate transcriptional activation and
transcription—via attractive interactions with transcriptional
proteins that form condensates. Attractive interactions be-
tween transcriptional proteins and RNA could arise due to
screened electrostatic attraction between oppositely charged
polymers (29), which makes this a sequence-agnostic mecha-
nism. At low RNA concentrations, these interactions promote
condensation of proteins while high RNA concentrations lead
to reentrant dissolution (Fig. 1B).When coupledwith equilib-
rium mechanisms (e.g., binding) or nonequilibrium mecha-
nisms (e.g., spatially local transcription) that alter their local
concentrations, lncRNAs can act as rheostats to fine-tune tran-
scription fromneighboringPCGsby regulating transcriptional
condensates.

While there has been some experimental work investi-
gating gene regulation by lncRNAs through transcriptional
condensates (47), much remains to be understood. Our
model makes specific predictions about how different regu-
latory parameters affect condensate formation, dynamics,
and gene expression (Fig. 5), and it serves as a useful con-
ceptual framework to understand many puzzling observa-
tions in the literature.

First, we predict that the presence of a proximal lncRNA
near a BL such as a superenhancer, enhancer, or promoter
can reduce threshold protein concentrations required for
transcriptional condensate formation, enhance protein parti-
tioning to these loci, and speed up the response time be-
tween a stimulus and transcriptional activation (Fig. 5 A).

Second, we predict that the lncRNAs have a spatially local
effect on condensate formation (Fig. 5 B), which imposes
physical constraints on the spatial and genomic organization
of BLs and the lncRNAs that regulate them. This observation
can provide a possible explanation for the origin of some
known biological facts about lncRNAs. If lncRNAs function
by recruiting transcriptional proteins to enhancers and pro-
moters present locally, this can explain why many PCGs
are preferentially surrounded by lncRNA-coding loci in their
genomic neighborhood (4,10,11). Another puzzling fact
about lncRNAs is that they have conserved synteny across
2768 Biophysical Journal 122, 2757–2772, July 11, 2023
vertebrates—their genomic positions relative to other genes
are conserved rather than their sequence (16). If this local ef-
fect of lncRNAs is under evolutionary selection, the effect we
predict imposes constraints on the spatial distance between
lncRNA-coding genes and promoters. This, together with
the observation that syntenic regions in mammals have
evolutionarily conserved preferences for spatial contacts
(48), can provide amechanistic explanation for syntenic con-
servation of lncRNAs across vertebrates (16).

Finally, we predict that proximal transcription of lncRNAs
represses gene expression from highly transcribed genes
while enhancing gene expression from those expressed at a
low level. This is also correlated with condensate stabil-
ity—transcription of proximal lncRNAs enhances gene
expression by stabilizing condensates and represses gene
expression by destabilizing condensates, depending on the
transcription rates of the lncRNA and the mRNA. Experi-
ments that perturb lncRNA amounts and transcription and
image condensates and measure gene expression can be
used to test thismodel ofwhether lncRNAs regulate proximal
BLs via interactions with components of transcriptional con-
densates. This observation also provides a useful framework
to understand some conflicting findings in the literature.
Studies of transcription regulation by lncRNAs show that
they enhance transcription from neighboring PCGs in some
cases and inhibit transcription in others (4,5). Fig. 5 C gives
us a unifying principle that can help reconcile both these ob-
servations. For highly expressed genes, transcription of prox-
imal lncRNAs predominantly has a repressive effect as the
locally high mRNA concentrations at the BL disfavor
condensate formation due to entropic penalties. For genes ex-
pressed at low levels, transcription of proximal lncRNAs pre-
dominantly enhances gene expression as lncRNAs help
attract more protein to the BL via enthalpically favored
interactions.

Rather than focus on a particular lncRNA or transcrip-
tional protein, we use qualitative features of the nexus of in-
teractions between proteins, RNA species, and chromatin
such as the reentrant transition exhibited by RNA-protein
phase diagrams (29), and the chromatin-assisted phase sepa-
ration of transcriptional proteins (21) to understand their con-
sequences for transcriptional condensates and transcription.
Since our free energy expression captures phase diagrams
of these interacting species qualitatively, our model parame-
ters in principle can be inferred for specific systems by fitting
to phase diagrams generated by either experiment (29), or
through computational simulations such as those in (49). In
this way, our model can be extended to work with experi-
ments or simulations of specific RNA-protein systems.

In addition to the regulatory parameters studied in this pa-
per, there is also emerging evidence that RNA secondary
structure plays an important role in regulating the formation
of biomolecular condensates (50). While we do not explic-
itly study this effect, our model could be extended to ac-
count for this. If we have a description of secondary
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FIGURE 5 Proximal lncRNAs can regulate condensate formation and mRNA transcription in different ways depending on the regulatory parameter.

(A) Increasing the concentration of proximal lncRNAs localized near a BL can bring down the concentration thresholds of transcriptional proteins required

for condensate formation, enhancing the partitioning of these proteins into the condensate, and speed up protein recruitment to the BL. (B) lncRNAs exert a

local effect in enhancing protein partitioning to the BL, and this effect sharply falls off with distance. This local effect can drive condensate formation, with

the distance determining whether a condensate will form at the BL or not. (C) Transcription of proximal lncRNAs can increase mRNA transcription from

genes expressed at low levels. For highly expressed genes, transcription of proximal lncRNAs represses gene expression.

Regulation of transcriptional condensates by lncRNAs
structures of particular RNA species from experimental
techniques such as SHAPE-MAP (51) and if we also
know the specific transcriptional proteins this RNA interacts
with, we could in principle perform molecular simulations
to extract the RNA-protein interaction strength. This can
then be an input into our model to perform simulations.
The model itself is agnostic to the identity of RNA spe-
cies and the principles we identify in this study can be
equally applied to understand gene regulation by other kinds
of RNA species beyond lncRNAs. For example, this model
can be used to understand how an actively transcribing
mRNA can lead to transcriptional cross talk and affect the
Biophysical Journal 122, 2757–2772, July 11, 2023 2769
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transcription of neighboring mRNAs. Also, there are several
RNA species that can be localized or transcribed near tran-
scriptional condensates including lncRNAs, eRNAs, and
divergently transcribed RNAs. These RNAs are often pre-
sent in low copy numbers in cells (29,52). Even if the effect
of a single locus is mild, several of these RNA loci can act
cooperatively to regulate condensate formation and tran-
scription. For example, it is well known that the chromatin
is organized into topologically associating domains or
TADs (53), which are characterized by a high contact prob-
ability of loci within the TAD. Therefore, lncRNAs could
cooperatively regulate gene expression within the TAD.
Investigating the nature of this cooperative regulation could
be an interesting future direction of research.

Our model due to its simplified nature does have several
limitations. First, our model is a mean-field description
that ignores any stochastic effects that arise due to con-
centration fluctuations of the protein and RNA species.
These fluctuations can be quite important for condensate
nucleation and gene expression, and taking them into ac-
count can help make additional predictions about how
lncRNAs can fine-tune the cell-cell heterogeneity of these
phenotypes. Second, our model assumes that the protein
concentrations follow model B dynamics based on a
free energy that can be written in terms of the concentra-
tion fields. It is quite possible that the dynamics of tran-
scriptional proteins within the dense milieu of
condensates with many interacting species can be quite
nontrivial and requires other model descriptions. Molecu-
lar simulations that model the dynamics of these interact-
ing polymeric species will be required to test whether and
when the approximations made in our simplified model
break down. Finally, our model assumes that the RL and
BL do not move much in transcription timescales, which
are usually a few minutes for most RNAs. While this is
a reasonable approximation given the low diffusivity of
the chromatin loci (54), the dynamics of chromatin can
couple with the dynamics of transcription and give rise
to rich emergent physical phenomena that can provide in-
sights into how transcription shapes genome organization
and vice versa. This will be another interesting avenue for
future research.
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S1 TYPICAL DISTANCE BETWEEN LNCRNA LOCI (RL) AND BINDING LOCI (BL)28

lncRNA-coding loci are usually within a genomic distance of 100 kb from the promoter of protein-coding genes (1). Super-29

enhancers are typically located at a distance of around 250 kb from the promoters (2). Therefore, lncRNA-coding loci are30

usually located within a genomic distance of 350 kb of promoters, enhancers, and super-enhancers which we collectively call31

the binding loci (BL). To translate this genomic distance into a spatial distance, we use the worm-like chain model of chromatin32

described by Beltran et al. (3) that takes into account how nucleosome heterogeneity and different linker DNA lengths. The33

typical length of linker DNA in euchromatin of human cells is around 50 bp (4), and the Kuhn length of chromatin with this34

linker length is 37.8 nm (3).35

Using the size of a nucleotide as 0.34 nm, the number of base pairs present in this Kuhn segment = 37.8 nm/0.34 nm × (14636

bp in nucleosome + 50 bp in linker DNA)/50 bp linker DNA = 436 bp.37

Therefore, a 1 kb separation along the genome corresponds to≈ 2 Kuhn segments. Similarly, 350 kb corresponds to≈ 800 Kuhn38

segments. Using a random polymer model as a crude approximation, end-end distance = (# of Kuhn segments)1/2×Kuhn length,39

the average spatial distance between lncRNA-coding loci and the BL comes out to be ≈ 1 𝜇𝑚. Super-resolution microscopy40

studies reveal that transcriptional condensates that form at super-enhancers have a diameter in the range of 200-600 nm (5).41

Thus, the spatial distance between lncRNA-coding loci and promoters/super-enhancers is of the same order as the size of42

transcriptional condensates.43
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S2 MODEL DESCRIPTION44

As mentioned in the paper, the model contains two components: the free energy of interactions between the species and the45

dynamical equations. We take a deeper look at the free-energy expression and its associated parameters in section S2.1. We take46

a deeper look at the dynamical equations and their associated parameters in section S2.247

S2.1 Free-energy of interactions48

The free energy of interactions between the different species is given by the below expression:49

𝐹 [𝜙𝑃 , 𝜙𝑅, 𝜙𝑀 , ®𝑟] = 𝐹𝐹𝐻 [𝜙𝑃 , 𝜙𝑅, 𝜙𝑀 ] + 𝐹𝐵𝐿 [𝜙𝑃 , ®𝑟] + 𝐹𝑅𝐿 [𝜙𝑅, ®𝑟] + 𝐹𝑠𝑢𝑟 𝑓 [𝜙𝑃] (1)

• Here, 𝐹𝐹𝐻 [𝜙𝑃 , 𝜙𝑅, 𝜙𝑀 ] is a Flory-Huggins free energy that captures the self and cross interactions between transcriptional50

proteins, lncRNA, and the mRNA.51

𝐹𝐹𝐻 [𝜙𝑃 , 𝜙𝑅, 𝜙𝑀 ] = 𝜙𝑃

𝑁𝑃

log 𝜙𝑃 + 𝜙𝑅

𝑁𝑅

log 𝜙𝑅 + 𝜙𝑀

𝑁𝑀

log 𝜙𝑀 + (1 − 𝜙𝑃 − 𝜙𝑅 − 𝜙𝑀 ) log(1 − 𝜙𝑃 − 𝜙𝑅 − 𝜙𝑀 )︸                                                                                                                 ︷︷                                                                                                                 ︸
Entropy

− 𝜒𝑃𝜙
2
𝑃︸︷︷︸

Protein-Protein

− 𝜒𝑃𝑅𝜙𝑃 (𝜙𝑅 + 𝜙𝑀 )︸                  ︷︷                  ︸
Protein-RNA

+ 𝜒𝑅 (𝜙𝑅 + 𝜙𝑀 )2︸             ︷︷             ︸
RNA-RNA

(2)

Here, 𝜙𝑃 , 𝜙𝑅, and 𝜙𝑀 are the volume fractions of protein, lncRNA, and mRNA species in the solution. 𝑁𝑃 , 𝑁𝑅, and52

𝑁𝑀 are the lengths of the protein, lncRNA, and mRNA species in units of solvent volume. The parameters 𝜒𝑃 , 𝜒𝑅, and53

𝜒𝑃𝑅 correspond to the Flory-Huggins 𝜒 parameters that capture the mean-field pairwise interaction strength between54

protein-protein, RNA-RNA, and protein-RNA species respectively. We assume that the lncRNA and mRNA species55

interact with the same strength 𝜒𝑃𝑅 with the proteins and 𝜒𝑅 with each other, as they have similar lengths and charges56

that are not too different (6). Since the volume fraction of the proteins can be converted to protein concentrations by a57

multiplicative scaling factor, we will be using volume fractions and concentrations as semantically equivalent while58

keeping this distinction in mind.59

• The term 𝐹𝐵𝐿 [𝜙𝑃 , ®𝑟] captures the interaction free energy of transcriptional proteins with the BL.60

𝐹𝐵𝐿 [𝜙𝑃 , ®𝑟] = −𝑐𝑃𝑒
− | ®𝑟−®𝑟𝐵𝐿 |2

𝜎2
𝐵𝐿 𝜙𝑃 (3)

Here, 𝑐𝑃 is a strength of interaction between the BL and transcriptional proteins, 𝜎𝐵𝐿 represents the spatial extent of61

these interactions, ®𝑟𝐵𝐿 is the position of the BL in space, and ®𝑟 is the position vector.62

• The term 𝐹𝑅𝐿 [𝜙𝑅, ®𝑟] captures the interaction free energy of lncRNAs with the RL.63

𝐹𝑅𝐿 [𝜙𝑅, ®𝑟] = −𝑐𝑅𝑒
− | ®𝑟−®𝑟𝑅𝐿 |2

𝜎2
𝑅𝐿 𝜙𝑅 (4)

Here, 𝑐𝑅 is a strength of interaction between the RL and lncRNAs, 𝜎𝑅𝐿 represents the spatial extent of these interactions,64

and ®𝑟𝑅𝐿 is the position of the RL in space.65

• Finally, the term 𝐹𝑠𝑢𝑟 𝑓 [𝜙𝑃] = 𝜅
2 |𝜙𝑃 |2 is a surface tension term that penalizes sharp gradients in protein concentration,66

with 𝜅 being the strength of this energy penalty.67

We take a deeper look at the cooperative effects that can arise when these interactions are combined together in the68

subsequent sections. Specifically, section S2.1.1 looks at the cooperative effects of protein-protein and protein-BL interactions69

and maps out parameter regimes where the protein phase separates. The choice of parameters 𝜒𝑃 and 𝑐𝑃 used in this study70

shows qualitatively similar behavior to experiments (Figure S2). The section S2.1.3 describes how the free energy 𝐹𝑅𝐿 [𝜙𝑅, ®𝑟]71

leads to the localization of lncRNA near the RL. Section S2.1.2 describes the RNA-Protein phase diagram that arises due to72

the Flory-Huggins interaction free energy between these species. The parameters 𝜒𝑅 and 𝜒𝑃𝑅 used in this study qualitatively73

match the re-entrant phase diagram observed in experiments S5.74
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S2.1.1 Protein-Protein and Protein-BL interactions75

Interactions between intrinsically disordered regions of transcriptional proteins can promote phase separation (7, 8). These76

protein-protein interactions that favor phase separation can be qualitatively captured using a mean-field free energy expression77

from the Flory-Huggins theory of polymer solutions:78

𝐹𝐹𝐻 [𝜙𝑃] =
𝜙𝑃

𝑁𝑃

log 𝜙𝑃 + (1 − 𝜙𝑃) log(1 − 𝜙𝑃) − 𝜒𝑃𝜙
2
𝑃 (5)

Here, 𝜙𝑃 is the volume fraction of protein in the solution, 𝑁𝑃 is the length of the protein in units of solvent volume, and 𝜒𝑃79

is the Flory-Huggins interaction parameter that captures the magnitude of attractive interactions between protein molecules.80

Since the volume fraction of the proteins can be converted to protein concentrations by a multiplicative scaling factor, we will81

be using volume fractions and concentrations as semantically equivalent while keeping this distinction in mind.82

For this study, we coarse-grained the proteins as having 𝑁𝑃 = 5 beads. To study the phase separation of this protein, the83

interaction strength 𝜒𝑃 has to be large enough to support phase separation into two phases for some range of concentrations.84

According to the Flory-Huggins theory, for a polymer having 𝑁 beads, 𝜒 > 0.5 + 1/
√
𝑁 results in phase separation into a dense85

and light phase. We chose a value of 𝜒𝑃 = 1.1 (which is > 0.5 + 1/
√

5) for this study. The corresponding plot of chemical86

potential with the spinodal and binodal boundaries marked are depicted in figure S1A. Other than this, the particular numerical87

values of 𝜒𝑃 and 𝑁𝑃 do not really affect the qualitative phase diagram. They only affect the concentration thresholds of the88

binodal and spinodal boundaries.89

In addition to protein-protein interactions, there is also a surface tension associated with the protein molecules, and the protein90

molecules are attracted to BL through the free energy 𝐹𝐵𝐿 [𝜙𝑃 , ®𝑟]. The combined effect of surface tension, protein-protein, and91

protein-BL interactions is captured by the below free energy expression:92

𝐹𝑃 [𝜙𝑃 , ®𝑟] = 𝐹𝐹𝐻 [𝜙𝑃] + 𝐹𝐵𝐿 [𝜙𝑃 , ®𝑟] + 𝐹𝑠𝑢𝑟 𝑓 [𝜙𝑃] =

𝜙𝑃 log 𝜙𝑃 + (1 − 𝜙𝑃) log(1 − 𝜙𝑃) − 𝜒𝑃𝜙
2
𝑃 − 𝑐𝑃𝑒

−|®𝑟 |2/𝜎2
𝜙𝑃 + 𝜅

2
|∇𝜙𝑃 |2 (6)

In the above, we have set ®𝑟𝐵𝐿 = 0 meaning that the BL is at the origin. We set the value of the surface tension parameter93

to be small (𝜅 << 1), enough to ensure that the condensate stays spherical while 𝐹𝐹𝐻 and 𝐹𝐵𝐿 dominate the free energy94

expression and dictate the phase diagrams. The chemical potential associated with this free energy is:95

𝜇𝑃 [𝜙𝑃 , ®𝑟] =
𝛿
∫
𝐹𝑃𝑑𝑉

𝛿𝜙𝑃

=
1 + log 𝜙𝑃

𝑁𝑃

− (1 + log(1 − 𝜙𝑃)) − 2𝜒𝑃𝜙𝑝 − 𝑐𝑃𝑒
−|®𝑟 |2/𝜎2

(7)

Figure S1A plots this chemical potential as a function of 𝜙𝑃 for different values of distance 𝑟 from the center of the region in96

space containing DNA binding sites. When the average protein concentration in the system 𝜙𝑃 is within the spinodal boundary,97

the free energy 𝐹𝑃 is concave function of 𝜙𝑃 with 𝜕2𝐹𝑃

𝜕𝜙2
𝑃

=
𝜕𝜇𝑃

𝜙𝑃
< 0. The system is unstable and its free energy can be minimized98

by splitting into a dense phase rich in protein and a light phase depleted in protein with their respective compositions 𝜙𝑃 given99

by the binodal boundary.100

We obtained the equilibrium profiles 𝜙𝑃 (𝑟) as a function of the radial position 𝑟 in a circular domain by starting with a101

spatially uniform protein concentration and simulating the relaxation using Model B dynamics till steady-state (9):102

𝜕𝜙𝑃 (®𝑟 , 𝑡)
𝜕𝑡

= ®∇.

(
𝐷𝑃𝜙𝑃

(
®∇𝜇𝑃

))
(8)

The steady-state solution of the above equations is also the solution to the equation 𝜇𝑝 [𝜙𝑒𝑞𝑃 , ®𝑟] = constant, which is the103

criterion for chemical equilibrium. The constant is specified if we fix the average protein concentration in the system to a fixed104

value i.e. 1/𝑉
∫
𝜙
𝑒𝑞

𝑃
(®𝑟)𝑑𝑉 = 𝜙

𝑎𝑣𝑔

𝑃
. Expanding out the equation:105

𝜇𝑃 [𝜙𝑒𝑞𝑃 , ®𝑟] =
1 + log 𝜙𝑒𝑞

𝑃

𝑁𝑃

− (1 + log(1 − 𝜙
𝑒𝑞

𝑃
)) − 2𝜒𝑃𝜙𝑒𝑞𝑃 − 𝑐𝑃𝑒

−|®𝑟 |2/𝜎2
= constant (9)

S1B and S1C depict the profiles 𝜙𝑝 (𝑟) as a function of the radial position 𝑟 for different values of 𝜙𝑎𝑣𝑔

𝑃
and 𝑐𝑃 . Consider106

the system having average protein concentration 𝜙
𝑎𝑣𝑔

𝑃
well outside the binodal region. The spatially varying free energy benefit107

𝐹𝐵𝐿 [𝜙𝑃 , ®𝑟] conferred by the protein-BL interactions leads to an accumulation of protein at the BL. Beyond a threshold value of108

𝜙
𝑎𝑣𝑔

𝑃
or 𝑐𝑃 , the local protein concentration at the BL 𝜙

𝑒𝑞

𝑃
(𝑟 = 0) can cross the spinodal boundary and start forming a dense109
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phase of protein at 𝑟 = 0. In figure S1C, we observe that a small increase in 𝑐𝑃 from 0.05 to 0.1 results in a large increase110

in 𝜙
𝑒𝑞

𝑃
(𝑟 = 0). In the same way, for every value of 𝜙𝑎𝑣𝑔

𝑃
, sufficiently strong protein-DNA interactions with 𝑐𝑃 > 𝑐∗

𝑃
(𝜙𝑎𝑣𝑔

𝑃
)111

can result in the formation of a dense phase of protein at much lower protein concentrations (𝜙𝑎𝑣𝑔

𝑃
) well below the spinodal112

boundary. 𝑐∗
𝑃
(𝜙𝑎𝑣𝑔

𝑃
) is defined graphically in figure S1A.113

Figure S2A plots contours of the condensate area as we vary 𝜙
𝑎𝑣𝑔

𝑃
and 𝑐𝑃 in the simulations. We define a transcriptional114

condensate as a region in space having a protein concentration 𝜙𝑃 > 0.3, which represents the center of the spinodal region.115

When we have a sufficient amount of protein 𝜙
𝑎𝑣𝑔

𝑃
in the system or sufficiently strong magnitude 𝑐𝑃 of the protein-DNA116

interactions, a condensate of non-zero area is nucleated. The white dotted line represents the curve 𝑐𝑃 = 𝑐∗
𝑃
(𝜙𝑎𝑣𝑔

𝑃
). The117

simulations agree with our theoretical prediction that a condensate nucleates when 𝑐𝑃 > 𝑐∗
𝑃
(𝜙𝑎𝑣𝑔

𝑃
). We note that the phase118

diagram in figure S2B is qualitatively similar to the experimentally measured phase diagrams S2B reported in (7).119

We chose the protein concentration in the system 𝜙
𝑎𝑣𝑔

𝑃
= 0.04, which is well below the binodal boundary shown in figure120

S1A. This was chosen to be consistent with the biological observation that in vivo transcriptional protein concentrations are much121

lower than the binodal concentrations (7). Simulations for results in the main manuscript are done with a 𝑐𝑃 value close to the122

critical boundary 𝑐𝑃 = 𝑐∗
𝑃
(𝜙𝑎𝑣𝑔

𝑃
), to illustrate how the presence of other RNA species can alter the condensate formation process.123

Therefore, simulation results in the main manuscript are done for the parameters 𝜙𝑎𝑣𝑔

𝑃
= 0.04, 𝑐𝑝 = 𝑐∗

𝑃
(𝜙𝑎𝑣𝑔

𝑃
= 0.04) ≈ 0.2124

unless stated otherwise.125

S2.1.2 Protein-RNA interactions126

The disordered regions of many transcriptional proteins contain a net positive charge. They can attract negatively charged RNAs127

via screened electrostatic interactions (10). Prior studies have shown that the qualitative features of phase diagrams of charged128

polymers in solutions interacting via screened electrostatic interactions can be qualitatively captured via a mean-field Flory129

Huggins free energy expression (11). For a Protein-RNA solution, the free energy expression can be written down to be:130

𝐹𝐹𝐻 [𝜙𝑃 , 𝜙𝑅] =
𝜙𝑃

𝑁𝑃

log 𝜙𝑃 + 𝜙𝑅

𝑁𝑅

log 𝜙𝑅 + (1 − 𝜙𝑃 − 𝜙𝑅) log(1 − 𝜙𝑃 − 𝜙𝑅) − 𝜒𝑃𝜙
2
𝑃 − 𝜒𝑃𝑅𝜙𝑃𝜙𝑅 + 𝜒𝑅𝜙

2
𝑅 (10)

Here, 𝜒𝑃 captures the magnitude of protein-protein attractive interactions, 𝜒𝑃𝑅 captures the RNA-protein attractive131

interactions and 𝜒𝑅 captures the magnitude of the screened RNA-RNA electrostatic repulsion. 𝑁𝑅 is the coarse-grained length132

of the RNA species. The typical length of disordered regions of transcriptional proteins is not more than 1000 amino acids (10).133

On the other hand, lncRNAs and mRNAs have a length of the order of magnitude ∼ 10000 base pairs, around 10 times longer134

than proteins(6). Therefore, we set the length of the RNA polymers as 𝑁𝑅 = 𝑁𝑀 = 50 beads, 10 times the size of the protein135

polymer 𝑁𝑃 = 5.136

The solvent entropy term in equation 10 i.e. (1 − 𝜙𝑃 − 𝜙𝑅) log(1 − 𝜙𝑃 − 𝜙𝑅) can be rearranged as:137

(1 − 𝜙𝑃 − 𝜙𝑅) log(1 − 𝜙𝑃 − 𝜙𝑅) = (1 − 𝜙𝑃 − 𝜙𝑅)
[
log(1 − 𝜙𝑃) + log

(
1 − 𝜙𝑅

1 − 𝜙𝑃

)]
= (1 − 𝜙𝑃) log(1 − 𝜙𝑃) + (1 − 𝜙𝑃) log

(
1 − 𝜙𝑅

1 − 𝜙𝑃

)
− 𝜙𝑅 log(1 − 𝜙𝑃) − 𝜙𝑅 log

(
1 − 𝜙𝑅

1 − 𝜙𝑃

)
(11)

At dilute RNA and Protein concentrations 𝜙𝑃 << 1 and 𝜙𝑅 << 1, using the expansions log(1 − 𝑥) = −𝑥 − 𝑥2/2 + ... and138

1/(1 − 𝑥) = 1 + 𝑥 + 𝑥2 + ..., the above terms can be expanded to yield the following expression for solvent entropy:139

(1 − 𝜙𝑃 − 𝜙𝑅) log(1 − 𝜙𝑃 − 𝜙𝑅) = (1 − 𝜙𝑃) log(1 − 𝜙𝑃) + 𝜙𝑅𝜙𝑃 +
𝜙2
𝑅

2
+
𝜙2
𝑅
𝜙𝑃

2
+
𝜙𝑅𝜙

2
𝑃

2
+
𝜙2
𝑅
𝜙2
𝑃

2
+ ... (12)

Under this approximation, the free energy in equation 10 gets modified as:140

𝐹𝐹𝐻,𝑚𝑜𝑑 [𝜙𝑃 , 𝜙𝑅] =
𝜙𝑃

𝑁𝑃

log 𝜙𝑃 + (1 − 𝜙𝑃) log(1 − 𝜙𝑃) − 𝜒𝑃𝜙
2
𝑃

+ 𝜙𝑅

𝑁𝑅

log 𝜙𝑅 + (1 − 𝜒𝑃𝑅)𝜙𝑃𝜙𝑅 +
(
𝜒𝑅 + 1

2

)
𝜙2
𝑅 +

𝜙2
𝑅
𝜙𝑃 + 𝜙𝑅𝜙

2
𝑃
+ 𝜙2

𝑅
𝜙2
𝑃

2
(13)
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The above free energy expression has nicer numerical properties and leads to lower numerical errors compared to the free141

energy expression 10 when simulating the dynamical equations in sections S2.2.1 and S2.2.2. Therefore, we will use this free142

energy expression for the rest of the study.143

Before jumping to this, let us first establish that both 𝐹𝐹𝐻 and 𝐹𝐹𝐻,𝑚𝑜𝑑 do not lead to any qualitative difference in the144

equilibrium RNA-protein phase diagram due to the approximations introduced. From the free energy expressions 10 and 13, we145

can generate the phase diagram by analyzing the Jacobian matrix of 𝐹𝐹𝐻 [𝜙𝑃 , 𝜙𝑅] and 𝐹𝐹𝐻,𝑚𝑜𝑑 [𝜙𝑃 , 𝜙𝑅] and with respect to146

the variables 𝜙𝑃 and 𝜙𝑅:147

𝐽𝐹𝐻 =


𝜕2𝐹𝐹𝐻

𝜕𝜙2
𝑃

𝜕2𝐹𝐹𝐻

𝜕𝜙𝑃𝜕𝜙𝑅

𝜕2𝐹𝐹𝐻

𝜕𝜙𝑃𝜕𝜙𝑅

𝜕2𝐹𝐹𝐻

𝜕𝜙2
𝑅

 =

[
1

𝑁𝑃 𝜙𝑃
+ 1

1−𝜙𝑃−𝜙𝑅
− 2𝜒𝑃 1

1−𝜙𝑃−𝜙𝑅
− 𝜒𝑃𝑅

1
1−𝜙𝑃−𝜙𝑅

− 𝜒𝑃𝑅
1

𝑁𝑅𝜙𝑅
+ 1

1−𝜙𝑃−𝜙𝑅
+ 2𝜒𝑅

]
(14)

𝐽𝐹𝐻,𝑚𝑜𝑑 =


𝜕2𝐹𝐹𝐻,𝑚𝑜𝑑

𝜕𝜙2
𝑃

𝜕2𝐹𝐹𝐻,𝑚𝑜𝑑

𝜕𝜙𝑃𝜕𝜙𝑅

𝜕2𝐹𝐹𝐻,𝑚𝑜𝑑

𝜕𝜙𝑃𝜕𝜙𝑅

𝜕2𝐹𝐹𝐻,𝑚𝑜𝑑

𝜕𝜙2
𝑅

 =

[
1

𝑁𝑃 𝜙𝑃
+ 1

1−𝜙𝑃
− 2𝜒𝑃 + 𝜙𝑅 + 𝜙2

𝑅
1 − 𝜒𝑃𝑅 + 𝜙𝑅 + 𝜙𝑅 + 2𝜙𝑃𝜙𝑅

1 − 𝜒𝑃𝑅 + 𝜙𝑅 + 𝜙𝑅 + 2𝜙𝑃𝜙𝑅
1

𝑁𝑅𝜙𝑅
+ (2𝜒𝑅 + 1) + 𝜙𝑃 + 𝜙2

𝑃

]
(15)

The system is unstable and can undergo phase separation in the regions in the 𝜙𝑃 − 𝜙𝑅 space where the Jacobian has at148

least one negative eigenvalue, which corresponds to a region of concavity of the free energy. The brown regions in figure S4A149

and S4B correspond to this region of spinodal instability. We can see from these figures that the shapes of the spinodal regions150

are qualitatively similar for both the free energy expression 𝐹𝐹𝐻 and 𝐹𝐹𝐻,𝑚𝑜𝑑 .151

When 𝜙𝑃 and 𝜙𝑅 are within this region, the system splits into two phases: a dense phase rich in RNA and protein and a152

light phase poor in both RNA and protein. The coexistence compositions (𝜙𝑑𝑒𝑛𝑠𝑒
𝑃

, 𝜙𝑑𝑒𝑛𝑠𝑒
𝑅

) and (𝜙𝑙𝑖𝑔ℎ𝑡
𝑃

, 𝜙𝑙𝑖𝑔ℎ𝑡
𝑅

) are obtained by153

solving the equations for equality of chemical potentials and osmotic pressures in the two phases, which form the criteria for154

multiphase equilibrium:155

𝜇𝑃 (𝜙𝑑𝑒𝑛𝑠𝑒
𝑃 , 𝜙𝑑𝑒𝑛𝑠𝑒

𝑅 ) = 𝜇𝑃 (𝜙𝑙𝑖𝑔ℎ𝑡𝑃
, 𝜙𝑙𝑖𝑔ℎ𝑡

𝑅
) (16)

𝜇𝑅 (𝜙𝑑𝑒𝑛𝑠𝑒
𝑃 , 𝜙𝑑𝑒𝑛𝑠𝑒

𝑅 ) = 𝜇𝑅 (𝜙𝑙𝑖𝑔ℎ𝑡𝑃
, 𝜙𝑙𝑖𝑔ℎ𝑡

𝑅
) (17)

Π(𝜙𝑑𝑒𝑛𝑠𝑒
𝑃 , 𝜙𝑑𝑒𝑛𝑠𝑒

𝑅 ) = Π(𝜙𝑙𝑖𝑔ℎ𝑡
𝑃

, 𝜙𝑙𝑖𝑔ℎ𝑡
𝑅

) (18)

where the chemical potentials of protein and RNA are respectively 𝜇𝑃 =
𝜕𝐹𝐹𝐻

𝜕𝜙𝑃
, 𝜇𝑅 =

𝜕𝐹𝐹𝐻

𝜕𝜙𝑅
, and the osmotic pressure156

Π = 𝑘𝐵𝑇/𝑉𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛

(
𝐹𝐹𝐻 − 𝜇𝑃𝜙𝑃 − 𝜇𝑅𝜙𝑅

)
. In addition, the total amount of protein (𝜙𝑃) and RNA (𝜙𝑅) constrain the dense157

and light phase compositions in the following way:158

𝜈𝜙𝑑𝑒𝑛𝑠𝑒
𝑃 + (1 − 𝜈)𝜙𝑙𝑖𝑔ℎ𝑡

𝑃
= 𝜙𝑃 (19)

𝜈𝜙𝑑𝑒𝑛𝑠𝑒
𝑅 + (1 − 𝜈)𝜙𝑙𝑖𝑔ℎ𝑡

𝑅
= 𝜙𝑅 (20)

The system of 5 equations 16- 20, need to be solved to get the variables 𝜙𝑑𝑒𝑛𝑠𝑒
𝑃

, 𝜙𝑙𝑖𝑔ℎ𝑡
𝑃

, 𝜙𝑑𝑒𝑛𝑠𝑒
𝑅

, 𝜙𝑙𝑖𝑔ℎ𝑡
𝑅

, and 𝜈. Here, 𝜈 is the159

volume fraction of the dense phase.160

We can obtain the full phase diagram upon varying 𝜙𝑃 and 𝜙𝑅 for the two different free energy expressions 10 and 13 using161

the procedure described above, which are shown in figures S4A and S4B respectively. The dotted lines in figures S4A and S4B162

show the tie-lines connecting coexistence concentrations between the dense and light phases of protein. The brown regions163

correspond to the regions of spinodal instability. We can see that the shapes of the spinodal boundaries and the tie-lines are164

qualitatively the same for both 𝐹𝐹𝐻 and 𝐹𝐹𝐻,𝑚𝑜𝑑 . Therefore, we will use 𝐹𝐹𝐻,𝑚𝑜𝑑 for the rest of the study.165

Experimentally measured phase diagrams of RNA with transcriptional proteins exhibits a re-entrant behavior, where the166

protein partitioning to the dense phase initially increases and then decreases upon increasing the RNA concentration as shown167

in figure S5B (10). To qualitatively capture this phenomenon, we require 𝜒𝑃𝑅 to be attractive so that there is an increase in168

protein partitioning to the dense phase in the presence of RNA. A value of 𝜒𝑃𝑅 = 1.2 worked well for our model. We also169

require the RNA-RNA repulsion strength to be stronger than the RNA-protein attraction to result in the dissolution of the dense170

phase of protein at high RNA concentrations. We chose a value of 𝜒𝑅 = 2.0 > 𝜒𝑃𝑅 = 1.2. For this choice of parameters i.e.171

𝜒𝑃𝑅 = 1.2, 𝜒𝑅 = 2.0 used in this study, the partition ratio (𝜙𝑑𝑒𝑛𝑠𝑒
𝑃

/𝜙𝑙𝑖𝑔ℎ𝑡
𝑃

) calculated by solving equations 16-20 and varying172

RNA concentration 𝜙𝑅 (figure S5A) qualitatively matches very well with experimentally measured re-entrant phase diagrams173

for transcriptional coactivators with RNA species as shown in S5B.174
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We can also gain more insight from the full phase diagram in S4B. As we increase the RNA concentration 𝜙𝑅 in the system175

for a constant 𝜙𝑃 = 0.3, we observe that the horizontal width of the coexistence curve initially increases and then decreases176

S4B. RNA promotes the partitioning of the protein into the dense phase at low 𝜙𝑅 by virtue of its attractive interactions with177

the protein. At high 𝜙𝑅, the RNA-RNA repulsive interactions and the entropic penalty of excluding the solvent from the dense178

phase results make the partitioning of protein into a dense phase unfavorable. When the RNA concentrations are high, phase179

separation is completely suppressed. We can see that beyond a critical value of the RNA concentration i.e. 𝜙𝑅 > 𝜙𝑐
𝑅
= 0.17,180

there is no phase separation and formation of a two-phase region (figure S4B).181

S2.1.3 lncRNA-lncRNA and lncRNA-RL interactions182

Recent studies show that long-non coding RNAs (lncRNAs) tend to be present in locally high concentrations near their coding183

loci (12), which we term in this study as the RL. Although the mechanisms that cause this localization is poorly understood, it184

could be a consequence of equilibrium effects such as tethering of lncRNAs to their DNA loci by proteins such as Polymerase II185

(13) and YY1 (14), or non-equilibrium effects such as localized production of lncRNAs coupled with diffusion (15).186

In this section, we will model equilibrium mechanisms that keep lncRNAs bound to their DNA coding loci using similar187

arguments as section S2.1.1. The free energy of binding of lncRNAs to their RL as described before is:188

𝐹𝑅𝐿 (𝜙𝑅, ®𝑟) = −𝑐𝑅𝑒−|®𝑟 |
2/𝜎2

𝜙𝑅 (21)

When we combine this with a Flory-Huggins expression for the lncRNA species that takes into account lncRNA-lncRNA189

repulsion and entropy of the lncRNA polymer and solvent, we get the below expression for the total free energy of the190

lncRNA-RL system:191

𝐹𝑅 [𝜙𝑅, ®𝑟] = 𝜙𝑅

𝑁𝑅

log 𝜙𝑅 + (1 − 𝜙𝑅) log(1 − 𝜙𝑅) + 𝜒𝑅𝜙
2
𝑅 − 𝑐𝑅𝑒

−|®𝑟 |2/𝜎2
𝜙𝑅 (22)

Here, 𝑁𝑅 is the length of the RNA polymer, and 𝜒𝑅 is the magnitude of the repulsive strength between the RNA species,192

whose values are set to 𝑁𝑅 = 50 and 𝜒𝑅 = 2.0 as justified in the section S2.1.2.193

Transcription factors bind to the DNA with a binding affinity in the 1-100 nM range (16) while the binding affinity of194

lncRNAs with chromatin binding proteins is slightly weaker, around 100-1000 nM (17). Assuming a similar density of binding195

sites for lncRNA and tethering proteins on the DNA, we expect 𝑐𝑅 to be typically much lower than 𝑐𝑃 . The strength of the196

lncRNA-RL interactions was set to a similar value as the protein i.e. 𝑐𝑅 = 𝑐𝑃 = 0.2 for this study, with the understanding that197

this probably represents an upper limit on the strength of the lncRNA-RL interactions.198

The chemical potential associated with this free energy in equation 22:199

𝜇𝑅 [𝜙𝑅, ®𝑟] =
𝛿
∫
𝐹𝑅𝑑𝑉

𝛿𝜙𝑅

=
1 + log 𝜙𝑅

𝑁𝑅

− (1 + log(1 − 𝜙𝑅)) + 2𝜒𝑅𝜙𝑅 − 𝑐𝑅𝑒
−|®𝑟 |2/𝜎2

(23)

We obtained the equilibrium profiles 𝜙𝑅 (𝑟) in a circular domain by starting with a spatially uniform RNA concentration200

𝜙
𝑎𝑣𝑔

𝑅
and simulating the Model B dynamics (9) until steady-state:201

𝜕𝜙𝑅 (®𝑟)
𝜕𝑡

= ®∇.

(
𝐷𝑅𝜙𝑅

(
®∇𝜇𝑅

))
(24)

The steady-state solution of the above equations is also the solution to the equation 𝜇𝑅 [𝜙𝑒𝑞𝑅 , ®𝑟] = constant, which is the202

criterion for chemical equilibrium. The constant is chosen in such a way that 1/𝑉
∫
𝜙
𝑒𝑞

𝑅
(®𝑟)𝑑𝑉 = 𝜙

𝑎𝑣𝑔

𝑅
. Expanding out the203

equation:204

𝜇𝑅 [𝜙𝑒𝑞𝑅 , ®𝑟] =
1 + log 𝜙𝑒𝑞

𝑅

𝑁𝑅

− (1 + log(1 − 𝜙
𝑒𝑞

𝑅
)) + 2𝜒𝑅𝜙𝑒𝑞𝑅 − 𝑐𝑅𝑒

−|®𝑟 |2/𝜎2
= constant (25)

Figure S3A plots this chemical potential as a function of 𝜙𝑅 for different values of distance 𝑟 from the center of the RL.205

Figure S3B depicts the equilibrium profiles 𝜙𝑅 (𝑟) in for different values of 𝜙𝑎𝑣𝑔

𝑅
.206

For low values of 𝜙𝑅, the dominant 𝜙𝑅-dependent term in the chemical potential is log 𝜙𝑅

𝑁𝑅
, which comes from the entropy of207

RNA in solution. The equilibrium concentration profile is shaped by the balance between lncRNA-RL interactions that attract208

the lncRNA to the RL and thermal fluctuations that tend to equalize concentrations everywhere. In this regime, the equilibrium209

profile 𝜙
𝑒𝑞

𝑅
(𝑟) is obtained by solving the equation:210
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𝜇𝑅 [𝜙𝑒𝑞𝑅 , ®𝑟] ≈
1 + log 𝜙𝑒𝑞

𝑅

𝑁𝑅

− 𝑐𝑅𝑒
−|®𝑟 |2/𝜎2

= constant (26)

For intermediate values of 𝜙𝑅, the dominant 𝜙𝑅-dependent term in the chemical potential is 2𝜒𝑅𝜙𝑅, which comes from the211

lncRNA-lncRNA repulsive interactions. The equilibrium concentration profile is shaped by the balance between lncRNA-RL212

interactions that attract the lncRNA to the RL and RNA-RNA repulsions that tend to equalize concentrations everywhere. In213

this regime, the equilibrium profile 𝜙
𝑒𝑞

𝑅
(𝑟) is obtained by solving the equation:214

𝜇𝑅 [𝜙𝑒𝑞𝑅 , ®𝑟] ≈ 2𝜒𝑅𝜙𝑒𝑞𝑅 − 𝑐𝑅𝑒
−|®𝑟 |2/𝜎2

= constant (27)

In this regime, the free energy penalty imposed by lncRNA-lncRNA repulsion linearly scales with 𝜙𝑅. Therefore, the RL215

gets saturated with a fixed amount of lncRNA and any additional lncRNA added will get uniformly distributed across the216

system. This is the reason that the profiles 𝜙
𝑒𝑞

𝑅
(𝑟) in figure S3B for intermediate values of 𝜙𝑎𝑣𝑔

𝑅
= 0.005 and 𝜙

𝑎𝑣𝑔

𝑅
= 0.01217

maintain their Gaussian shape while just being shifted up by some constant amount.218

S2.1.4 Parameters associated with the free energy219

Parameter Value Description Rationalization
𝑁𝑃 5.0 Length of coarse-grained protein sequence Section S2.1.1
𝜒𝑃 1.1 Protein-protein attraction strength Section S2.1.1
𝑐𝑃 0.2 Protein-BL interaction strength Section S2.1.1
𝜙𝑐
𝑃

0.3 Protein concentration threshold to determine dense phase/condensate Figure S4B
𝑁𝑅 50.0 Length of coarse-grained lncRNA sequence Section S2.1.3
𝑁𝑀 50.0 Length of coarse-grained mRNA sequence Section S2.1.3
𝜒𝑅 2.0 RNA-RNA repulsion strength Section S2.1.2
𝜒𝑃𝑅 1.2 RNA-protein interaction strength Section S2.1.2
𝑐𝑅 0.2 lncRNA-RL interaction strength Section S2.1.3

Table S1: Table of parameters associated with the free energy expression

S2.2 Dynamical equations220

In this section, we will look at how the dynamical equations for the concentration fields of the RNA and protein species are221

written for the two different cases studied in the paper: (i) condensate formation and (ii) active transcription222

S2.2.1 Dynamics of condensate formation223

The dynamics of transcriptional condensates happen over time scales of minutes (18). At these time scales, RNAs are not being224

turned over (19) and the total amount of RNAs in the system can be considered a conserved parameter. The same applies to225

proteins which are also quite stable over time scales of minutes. Taking into account all the relevant interactions between the226

proteins, lncRNAs, BL, and RL as described in section S2.1 the overall free energy of this system is:227

𝐹 [𝜙𝑃 , 𝜙𝑅] =
𝜙𝑃

𝑁𝑃

log 𝜙𝑃 + 𝜙𝑅

𝑁𝑅

log 𝜙𝑅 + (1 − 𝜙𝑃 − 𝜙𝑅) log(1 − 𝜙𝑃 − 𝜙𝑅)︸                                                                           ︷︷                                                                           ︸
Entropy

− 𝜒𝑃𝜙
2
𝑃︸︷︷︸

Protein-Protein

− 𝜒𝑃𝑅𝜙𝑃𝜙𝑅︸      ︷︷      ︸
Protein-RNA

+ 𝜒𝑅𝜙
2
𝑅︸︷︷︸

RNA-RNA

− 𝑐𝑃𝑒
−|®𝑟−®𝑟𝐵𝐿 |2/𝜎2

𝜙𝑃︸                  ︷︷                  ︸
Protein-chromatin

− 𝑐𝑅𝑒
−|®𝑟−®𝑟𝑅𝐿 |2/𝜎2

𝜙𝑅︸                  ︷︷                  ︸
RNA-DNA

+ 𝜅

2
|∇𝜙𝑃 |2︸    ︷︷    ︸

Surface Tension

(28)

Using the approximation for the solvent entropy (equation 12), the free energy can be rewritten as:228
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𝐹 [𝜙𝑃 , 𝜙𝑅] =
𝜙𝑃

𝑁𝑃

log 𝜙𝑃 + (1 − 𝜙𝑃) log(1 − 𝜙𝑃) − 𝜒𝑃𝜙
2
𝑃 + 𝜙𝑅

𝑁𝑅

log 𝜙𝑅 + (1 − 𝜒𝑃𝑅)𝜙𝑃𝜙𝑅

+
(
𝜒𝑅 + 1

2

)
𝜙2
𝑅 +

𝜙2
𝑅
𝜙𝑃 + 𝜙𝑅𝜙

2
𝑃
+ 𝜙2

𝑅
𝜙2
𝑃

2
− 𝑐𝑃𝑒

−|®𝑟−®𝑟𝐵𝐿 |2/𝜎2
𝜙𝑃 − 𝑐𝑅𝑒

−|®𝑟−®𝑟𝑅𝐿 |2/𝜎2
𝜙𝑅 + 𝜅

2
|∇𝜙𝑃 |2 (29)

Initially, the lncRNA species are localized at the RL with a concentration profile 𝜙𝑅 (®𝑟, 𝑡 = 0) = 𝜙
𝑒𝑞

𝑅
(®𝑟), where 𝜙

𝑒𝑞

𝑅
(®𝑟) is229

described in section S2.1.3. The protein concentrations are uniform throughout the domain i.e. 𝜙𝑃 (®𝑟 , 𝑡 = 0) = 𝜙
𝑎𝑣𝑔

𝑃
= 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡.230

The concentration profiles of the proteins and lncRNA relax to a new equilibrium. The coupled dynamics of relaxation to231

equilibrium can be captured by simulating the following Model B equations (9) until steady-state:232

𝜕𝜙𝑃 (®𝑟)
𝜕𝑡

= ®∇.

(
𝐷𝑃𝜙𝑃

(
®∇𝜇𝑃

))
(30)

𝜕𝜙𝑅 (®𝑟)
𝜕𝑡

= ®∇.

(
𝐷𝑅𝜙𝑅

(
®∇𝜇𝑅

))
(31)

Where 𝜇𝑃 =
𝛿
∫
𝐹𝑑𝑉

𝛿𝜙𝑃
and 𝜇𝑅 =

𝛿
∫
𝐹𝑑𝑉

𝛿𝜙𝑅
. The steady state of these equations is the new equilibrium profiles of the protein233

and lncRNA species, which can also be obtained by solving 𝜇𝑃 [𝜙𝑒𝑞𝑃 , 𝜙𝑒𝑞
𝑅

, ®𝑟] = constant and 𝜇𝑅 [𝜙𝑒𝑞𝑃 , 𝜙𝑒𝑞
𝑅

, ®𝑟] = constant. The234

data in figures 2 and 3 of the main text are generated using these equilibrium protein and lncRNA concentration profiles, except235

for the plots of the dynamics.236

S2.2.2 Dynamics of active transcription237

Active transcription and depletion of RNAs can change the RNA concentrations and provide a driving force that pushes238

the system out of equilibrium. In our model, we make a distinction between two kinds of RNAs - (i) mRNAs which are239

transcribed from BLs such as promoters of protein-coding genes. The production rates of mRNAs are coupled to the local240

protein concentrations 𝜙𝑃 and (ii) lncRNAS, which are transcribed from nearby DNA present in the vicinity of BL. The241

production rates of these RNAs in general do not depend on the concentration of transcriptional proteins and their transcription242

rate is independent of 𝜙𝑃 . This generality can be broken if there is reason to believe that the same transcriptional proteins243

regulate the transcription of both the mRNAs and lncRNA species for specific systems.244

To first understand the effect of localized mRNA transcription on the dynamics of transcriptional condensates, we model245

the dynamics of 𝜙𝑃 (®𝑟, 𝑡) using Model B dynamics (9) and couple this to a reaction-diffusion model for the dynamics of the246

concentration field that corresponds to mRNA (𝜙𝑀 ):247

𝜕𝜙𝑃 (®𝑟 , 𝑡)
𝜕𝑡

= ®∇.

(
𝐷𝑃𝜙𝑃

(
®∇𝜇𝑃

))
(32)

𝜕𝜙𝑀 (®𝑟 , 𝑡)
𝜕𝑡

= 𝐷𝑀∇2𝜙𝑀 + 𝑘𝑀𝑒
−| ®𝑟−®𝑟𝐵𝐿 |2

𝜎2︸         ︷︷         ︸
𝑘𝑀 ( ®𝑟)

𝜙𝑃 − 𝑘𝑑𝜙𝑀 (33)

The mRNA transcription rate constant 𝑘𝑀 (®𝑟) = 𝑘𝑀𝑒
−| ®𝑟−®𝑟𝐵𝐿 |2

𝜎2 is assumed to be a Gaussian function, peaked around the BL,248

motivated by the fact that mRNA transcription starts at the promoter of the protein-coding gene and decays as we progressively249

move away in space. A Gaussian function models this phenomenon well and captures the relevant biology (15).250

From the above equations: (i) the dynamics of the field 𝜙𝑃 (®𝑟, 𝑡) is coupled to the dynamics of the field 𝜙𝑀 (®𝑟, 𝑡) via the251

protein-RNA interactions captured by the free energy 𝐹 (ii) the dynamics of the field 𝜙𝑀 (®𝑟 , 𝑡) is coupled to the dynamics of the252

field 𝜙𝑃 (®𝑟, 𝑡) as the rate of production of the RNA depends on 𝜙𝑃 (®𝑟, 𝑡). These couplings result in RNA production acting as253

feedback on the protein transport, resulting in different non-equilibrium steady states depending on the system parameters. We254

investigate the consequences of these equations in detail in section S3.255

Next, we would like to understand how the transcriptional dynamics of lncRNAs produced near transcriptional condensates256

interferes and affects the dynamics of 𝜙𝑃 (®𝑟 , 𝑡). To study this, we compare the dynamics described by equations 32- 33 with the257
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below equations in the presence of the second RNA species i.e. lncRNAs, by progressively increasing the lncRNA transcription258

rate 𝑘𝑀 :259

𝜕𝜙𝑃 (®𝑟 , 𝑡)
𝜕𝑡

= ®∇.

(
𝐷𝑃𝜙𝑃

(
®∇ 𝛿𝐹

𝛿𝜙𝑃

))
(34)

𝜕𝜙𝑀 (®𝑟, 𝑡)
𝜕𝑡

= 𝐷𝑀∇2𝜙𝑀 + 𝑘𝑀𝑒
−| ®𝑟−®𝑟𝐵𝐿 |2

𝜎2︸         ︷︷         ︸
𝑘𝑀 ( ®𝑟)

𝜙𝑃 − 𝑘𝑑𝜙𝑀 (35)

𝜕𝜙𝑅 (®𝑟 , 𝑡)
𝜕𝑡

= 𝐷𝑅∇2𝜙𝑅 + 𝑘𝑅𝑒
−| ®𝑟−®𝑟𝑅𝐿 |2

𝜎2︸        ︷︷        ︸
𝑘𝑅 ( ®𝑟)

−𝑘𝑑𝜙𝑅 (36)

Here, the rate constants 𝑘𝑀 (®𝑟) and 𝑘𝑅 (®𝑟) are modeled as spatially dependent Gaussians centered around the BL and the260

RL. The peak values of these Gaussians are 𝑘𝑀 and 𝑘𝑅 and their widths are both fixed to be the same value 𝜎 for simplicity.261

In the above model, the transcription of the proximal lncRNAs can perturb the dynamics of the base system described by262

equations 32- 33. The extent of this perturbation will depend on the parameter 𝑘𝑅.263

S2.2.3 Parameters associated with dynamics264

In the model equations 𝐷𝑃 , 𝐷𝑅 and 𝐷𝑀 are the diffusivities of the transcriptional proteins, lncRNAs, and mRNAs respectively265

in a dilute solution. For lncRNAs and mRNAs that are being actively transcribed, we assume that they are strongly tethered to266

the chromatin by RNA Polymerase II, and their diffusivity is the same as the diffusivity of the BL or the RL (10). Diffusivity267

of actively transcribed chromatin loci are of the order 10−3 − 10−2𝜇𝑚2/𝑠 (20) which is about 10-1000 times smaller than268

the diffusivity of transcriptional proteins which are of the order of 0.1 − 1𝜇𝑚2/𝑠 (21). Therefore, we set 𝐷𝑃 = 100 and269

𝐷𝑅 = 𝐷𝑀 = 0.1 for our simulations.270

𝑘𝑑𝑅 and 𝑘𝑑𝑀 are the first-order degradation rates of the lncRNA and the protein respectively. The half-lives of RNAs span271

a range of time scales from minutes to hours. However, the median half-lives are not that different and are of the same order of272

magnitude for both mRNAs and lncRNAs – both being a few hours (19). Therefore, we set both degradation rate constants273

to the same value i.e. 𝑘𝑑𝑀 = 𝑘𝑑𝑅. We chose a value of 𝑘𝑑𝑀 = 𝑘𝑑𝑅 = 𝑘𝑑 = 0.02 for our simulations. This value was chosen274

such that the half-life of the RNA species ln 2/𝑘𝑑 ≈ 35 is an order of magnitude larger than the protein diffusion time scale275

𝜏𝐷 = 𝑟2/𝐷𝑃 = 2.25. This is consistent with biological reality where transcriptional proteins diffuse much faster (21) than RNA276

half-lives (19).277

The parameters 𝑘𝑀 and 𝑘𝑅 quantify the magnitude of mRNA and lncRNA transcription rates and 𝜎𝑀 and 𝜎𝑅 refer to the278

spatial extent of these molecules. Since the mean lengths of lncRNAs and mRNAs in the human genome are of the same order279

of magnitude (22) – around 10 kb, we set 𝜎𝑀 = 𝜎𝑅 = 𝜎 = 5.280

Parameter Value Description
𝐷𝑃 100 Protein diffusivity
𝐷𝑅 0.1 lncRNA diffusivity
𝐷𝑀 0.1 mRNA diffusivity
𝜎𝑅 5 Spatial extent of lncRNA locus
𝜎𝑀 5 Spatial extent of mRNA locus
𝑘𝑑𝑅 0.02 lncRNA degradation rate
𝑘𝑑𝑀 0.02 mRNA degradation rate

‘
Table S2: Table of parameters associated with dynamical equations

S2.3 Formulae to calculate different quantities to analyze simulation results281

In the below expressions, the species 𝑠 could refer to transcriptional proteins, lncRNA, or mRNA.282

• Concentration of a species 𝑠 at the BL = 𝜙𝐵𝐿
𝑠 =

∫
| ®𝑟−®𝑟𝐵𝐿 |<𝜎

𝜙𝑠 ( ®𝑟 ,𝑡)𝑑𝑉∫
| ®𝑟−®𝑟𝐵𝐿 |<𝜎

𝑑𝑉
283
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• Concentration of a species 𝑠 outside the BL = 𝜙𝑜𝑢𝑡𝑠 =

∫
| ®𝑟−®𝑟𝐵𝐿 |>𝜎

𝜙𝑠 ( ®𝑟 ,𝑡)𝑑𝑉∫
| ®𝑟−®𝑟𝐵𝐿 |>𝜎

𝑑𝑉
284

• Average concentration of a species 𝑠 in the system = 𝜙
𝑎𝑣𝑔
𝑠 =

∫
𝜙𝑠 ( ®𝑟 ,𝑡)𝑑𝑉∫

𝑑𝑉
285

• Protein partitioning to the BL = 𝜙𝐵𝐿
𝑠

𝜙𝑜𝑢𝑡
𝑠

286

• Chemical potential of species 𝑠 = 𝛿
∫
𝐹𝑑𝑉

𝛿𝜙𝑠
287

S3 CONDENSATE DYNAMICS AND MRNA TRANSCRIPTION IN THE ABSENCE OF ACTIVELY288

TRANSCRIBING LNCRNAS289

To get some baseline expectations, we first study the effect of actively transcribing mRNA on the condensate dynamics, in the290

absence of any active transcription of lncRNAs. We vary the transcription rate constant 𝑘𝑀 of mRNAs and map out the nature291

of the non-equilibrium steady state and the dynamics of approach. This is described in figure S9A.292

As we increase the transcription rate constant 𝑘𝑀 , the mRNA concentration at the BL locus at steady state increases (Figure293

S9B). The amount of protein at the BL locus however initially increases and then decreases (Figure S9B). This is consistent294

with our expectations from the re-entrant phase diagram described in section S2.1.2. At low 𝑘𝑀 , the active transcription of295

mRNA which depends on the local protein concentration 𝜙𝑃 (®𝑟) couples with the mRNA-protein interactions to result in a296

positive feedback loop that helps recruit more protein to the BL. At high 𝑘𝑀 , a lot of mRNA is produced in the system at steady297

state and there is a region in space for which it is unfavorable to form a 2-phase system. This corresponds to the case where298

enough mRNA is produced to locally dissolve the dense phase of protein due to re-entrant transition. From figures S9B and299

S9C, we can see that the protein recruitment to the BL locus goes down for high 𝑘𝑀 ≥ 0.1 and the dense phase of protein300

dissolves. It dissolves from the inside-out and the protein in the system accumulates at the periphery of the BL with most of the301

RNA being present in the center.302

The dynamics of protein recruitment to the BL locus again has two regimes (Figure S9C, Figure S9D). At low 𝑘𝑀 , increasing303

𝑘𝑀 increases the recruitment of protein to the BL at steady state and results in the formation of a stable dense phase of protein304

(Figure S9D). At high 𝑘𝑀 , the mRNA concentrations at the BL can cross 𝜙𝐵𝐿
𝑅

= 𝜙𝑐
𝑅
= 0.17, which locally dissolves the dense305

phase of protein and results in a short-lived condensate (Figure S9D). This is consistent with prior experimental results relating306

the amount of mRNA transcribed and condensate lifetimes (23).307
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S4 SUPPLEMENTAL FIGURES308

Figure S1: (A) the protein chemical potential 𝜇𝑃 as a function of the protein concentration 𝜙𝑃 for 𝜒𝑃 = 1.1, 𝑁𝑃 = 5 at 𝑟 = 0
and 𝑟 → ∞. The edges of the light gray region represent the values of 𝜙𝑃 that correspond to the coexistence concentrations of
proteins in the light and dense phase. The dark gray region represents the region of spinodal instability. For a given amount
of protein in the system as quantified by 𝜙

𝑎𝑣𝑔

𝑃
, 𝑐∗

𝑃
(𝜙𝑎𝑣𝑔

𝑃
) is the depth of the Gaussian chemical potential well required to

locally recruit enough protein at the BL at 𝑟 = 0 to cross the spinodal boundary and form a dense phase of protein (B) Protein
concentration profile 𝜙𝑃 (𝑟) along the radial direction for different amounts of protein in the system 𝜙

𝑎𝑣𝑔

𝑃
at constant 𝑐𝑃 = 0.1,

obtained by numerically integrating equation 8 till steady state (C) Protein concentration profile of 𝜙𝑃 (𝑟) along the radial
direction at constant 𝜙𝑎𝑣𝑔

𝑃
= 0.1 for different depths of the chemical potential well 𝑐𝑃 , obtained by numerically integrating

equation 8 till steady state.
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Figure S2: (A) Area of the transcriptional condensate 𝐴/𝜋𝜎2 at steady state of equation 8 for different amounts of protein in the
system (𝜙𝑎𝑣𝑔

𝑃
) and the strength of protein-BL interaction (𝑐𝑃). Condensate area 𝐴 is defined as the area of the region in space

where the protein concentration 𝜙𝑃 (𝑟) > 0.3. The free energy parameters used for this plot are 𝑁𝑃 = 5 and 𝜒𝑃 = 1.1. We
can see that the protein does not phase separate for concentrations 𝜙𝑎𝑣𝑔

𝑃
< 0.15 as these concentrations are below the binodal

boundary shown in figure S1A. Increasing 𝑐𝑃 promotes condensate formation, resulting in condensate formation for protein
concentrations below the binodal boundary. (B) The experimentally measured phase diagram upon varying the number of
Oct4-DNA motifs and concentration of the transcriptional coactivator Mediator subunit 1 (MED1-IDR) from (7), Figure 4C.
The parameters used in this study qualitatively match the experimentally measured phase diagram. MED1-IDR interacts with
Oct4 proteins to form a condensate at regions of chromatin containing Oct4-DNA motifs. The concentration of Oct4 proteins is
kept constant for this experiment. Therefore, increasing the number of DNA motifs leads to increased MED1-IDR interaction
with the DNA
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Figure S3: (A) The RNA chemical potential 𝜇𝑅 as a function of the RNA concentration 𝜙𝑅 for 𝑐𝑅 = 0.2, 𝑁𝑅 = 50, and 𝜒𝑅 = 2.0
at 𝑟 = 0 and 𝑟 → ∞. The RNA profile at equilibrium 𝜙

𝑒𝑞

𝑅
(𝑟) lies within the range 𝜙

𝑒𝑞

𝑅
(𝑟 = 0) and 𝜙

𝑒𝑞

𝑅
(𝑟 → ∞), peaking at

𝑟 = 0 (B) The equilibrium RNA concentration profile 𝜙
𝑒𝑞

𝑅
(𝑟) for different average RNA concentrations in the system 𝜙

𝑎𝑣𝑔

𝑅
(at

fixed 𝑐𝑅 = 0.1), obtained by numerically integrating equation 24 till steady state
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A B

Figure S4: (A) Phase diagram for the Protein-RNA-Solvent ternary system described by 𝐹𝐹𝐻 [𝜙𝑃 , 𝜙𝑅] at different protein (𝜙𝑃)
and RNA concentrations (𝜙𝑅). The parameters used were 𝑁𝑃 = 5, 𝑁𝑅 = 50, 𝜒𝑃 = 1.1, 𝜒𝑃𝑅 = 1.2 and 𝜒𝑅 = 2.0. The brown
region corresponds to the region of spinodal instability. The dotted red lines are coexistence curves that connect a point in the
spinodal region to the protein-dense and the protein-light phase compositions (B) Phase diagram for the Protein-RNA-Solvent
ternary system described by 𝐹𝐹𝐻,𝑚𝑜𝑑 [𝜙𝑃 , 𝜙𝑅] using the same set of parameters.
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Figure S5: (A) Re-entrant phase diagram representing protein partition ratio 𝜙𝑑𝑒𝑛𝑠𝑒
𝑃

/𝜙𝑙𝑖𝑔ℎ𝑡
𝑃

for a fixed protein concentration
(𝜙𝑃 = 0.3) upon changing the RNA concentration 𝜙𝑅 calculated using the free energy 𝐹𝐹𝐻,𝑚𝑜𝑑 . The parameters used were
𝑁𝑃 = 5, 𝑁𝑅 = 50, 𝜒𝑃 = 1.1, 𝜒𝑃𝑅 = 1.2 and 𝜒𝑅 = 2.0. (B) The experimentally measured partition ratio of the transcriptional
coactivator BRD4 in the condensate upon varying Pou5f1 eRNA concentration in (10), figure S2D, exhibiting a re-entrant
phase diagram. The parameters used in this study qualitatively match the experimentally measured phase diagram.
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Figure S6: Phase diagram capturing how protein partitioning to the BL varies upon simultaneously varying the distance (𝐿𝑃/𝜎)
and the amount of lncRNA (𝜙𝑎𝑣𝑔

𝑅
) in the system. The light white lines indicate contours, where the effects of the lncRNA

amounts and the distance can compensate for each other to result in a similar protein partitioning to the BL
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Figure S7: Protein partitioning to the BL upon varying the distance 𝐿𝑃 between the BL and RL for two different values of the
BL size 𝜎. The trends show a qualitatively similar shape when the distances are graphed as the normalized distance 𝐿𝑃/𝜎.

Figure S8: The protein concentration profile along the radial direction in the domain as measured by the protein enrichment
(𝜙𝑃 (𝑟)/𝜙𝑎𝑣𝑔

𝑃
) for three different cases (i) Uniform lncRNA: The are no lncRNA-RL interactions that keep it localized at the RL

and it is present initially at a uniform concentration everywhere (ii) lncRNA is localized at the RL which also coincides with the
BL (i.e. 𝐿𝑃/𝜎 = 0) (iii) lncRNA is localized at the RL which is far away from the BL at a distance of 𝐿𝑃/𝜎 = 3. When the
lncRNA is localized at the BL i.e. 𝐿𝑃/𝜎 = 0, it increases the protein enrichment at the BL compared to the case of uniform
lncRNA. However, when the lncRNA at the RL is localized far away from the BL (𝐿𝑃/𝜎 = 3), the protein enrichment at the BL
is reduced, due to a competition between the BL and the lncRNA accumulated at the RL to recruit the finite amount of available
proteins. In this way, lncRNAs present at the RL far away from BLs can act as sponges to sequester away protein.
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Figure S9: (A) In this figure, we will increase the mRNA transcription rate constant 𝑘𝑀 and study how that impacts protein
concentration at the BL and condensate lifetimes (B) Steady-state concentration profiles of protein (blue) and RNA (red) at
steady state for different values of the transcription rate constant 𝑘𝑀 (E) Dynamics of protein concentration at the BL (𝜙𝐵𝐿

𝑃
) for

different values of 𝑘𝑀 . Time is in the dimensionless units of 𝑘𝑑𝑀 𝑡 (D) The dependence of condensate lifetime on 𝑘𝑀 . The
condensate lifetime is also reported in the dimensionless units 𝑘𝑑𝑀 𝑡, and is defined as the duration of time for which protein
concentration at the BL is appreciable i.e. 𝜙𝐵𝐿

𝑃
> 0.15.
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